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KEYWORDS ABSTRACT

Profile monitoring in statistical quality control has attracted
attention of many researchers recently. A profile is a function between
response variables and one or more independent variables. There
have been only a limited number of researches on monitoring
multivariate linear profiles. Indeed, monitoring correlated
multivariate profiles is a new subject in the filled of statistical process
control. In this paper, we investigate the effect of autocorrelations in
monitoring multivariate linear profiles in phase Il. The effect of three
main models namely AR(1), MA(1), and ARMA(1,1) on the methods
of multivariate linear profile monitoring is evaluated and compared
by using simulation study and average run length criteria. Results
indicate that autocorrelation affects performance of the existing

methods significantly.
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1. Introduction

Profile monitoring is a relatively new quality
control concern with many applications. Many authors
have recently investigated issues related to profile
monitoring.
Kang and Albin [1] and Kim et al. [2] introduced
methods to monitor simple linear profiles. Zou et al.
[3] and Mahmoud et al. [4] considered change point
methods in profile monitoring. Kazemzade et al. [5]
studied polynomial profiles. Zou et al. [6] combined
multivariate exponentially weighted moving average
procedure with a generalized likelihood ratio test based
on nonparametric regression to monitor nonlinear
profiles. Also nonlinear profiles monitoring was
discussed by researchers including Ding et al. [7],
Moguerza et al. [8], Williams et al. [9], and Vaghefi et
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al.[10]. Noorossana et al. [11, 12], Zou et al. [13], and
Eyvazian et al. [14] proposed methods to monitor
multivariate linear profiles. Noorossana et al. [15]
showed the effect of non—normality on the monitoring
of simple linear profiles. Several authors including
Jensen et al. [16], Noorossana et al. [17, 18, and 19],
Jensen and Birch [20], Soleimani et al. [21, 22, 23, and
24], Kazemzadeh et al. [25] addressed issues related to
autocorrelation in linear, non-linear, and polynomial
profiles. Soleimani and Noorossana [26, 27] proposed
methods to consider within and between profile
autocorrelation in multivariate linear profiles in phase
Il.

Recently, new topics such as wavelet filtering, high
dimensional control chart, and roundness profile were
studied by Chang et al. [28], Chen et al. [29], and
Pacella et al. [30], respectively.

Independence of within or between error terms is one
of the basic assumptions in most of the profile
monitoring methods. However, in certain situation this
assumption can be violated easily.
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In this paper, we investigate the effect of
autocorrelation within  multivariate simple linear
profiles in phase Il. We consider the multivariate
simple linear profile model presented by Noorossana et
al. [12] or

Y, = Xp+E, 1)

where Y| is a nx| matrix of response variables for the
k™ sample, X is a nx2 matrix of independent variable,
B is a 2xI matrix of known regression parameters,
and E, is a nxI matrix of error terms which follows a
multivariate normal distribution with mean vector zero
and known covariance matrixy . In this study, we
consider the well known least squares estimator of g
defined as:

B=XTX)XTY, k=12, 2

Section 2 presents a review on multivariate simple
linear profile monitoring methods in phase II.
Autocorrelated models are presented in Section 3. In
Section 4, effects of autocorrelation on the average run
length performance of the proposed models are
investigated. Section 5 summarizes our concluding
remarks.

2. The Multivariate Simple Linear Profile
Monitoring Methods
The three methods proposed by Noorossana et al.
[12] for monitoring multivariate simple linear profiles
in phase Il are as follows.
The first method is based on MEWMA control chart.
The coefficient vector for g, can be written as:

ﬁl = (301k'A02k""’g0Ik ’Allk'Alzkl"'uéllk) 3)

For an in control process, ﬂ; is a multivariate normal
vector with known mean vector defined as
BT = (Bor.Bosrfor LirBror-fy) and a 21x2l covariance

matrix Xg with the following correlation structure
between its elements:

- - 1 X 1 X
COV(ﬁOUk!ﬂOVk) :O-uv(_+_) =IO oy —t—|
n s, n s,
GUV — rUVO-uaV
S S

XX

Cov(ﬁluk ) BM) =

XX

N X X
COV(ﬁOuk ' IBNK ) =—Ow =—1,0,0,
SXX SXX
where o,, and r,, are the u™ row and the v"" column of

the covariance matrix ¥ and correlation matrix R,
respectively, wherer, =, /0,0, .

The multivariate exponentially weighted moving
average (MEWMA) vector is defined as:

2y =0b B +(1-w)z .y )

where z,g is a multivariate normal random vector

with zero mean vector and known covariance matrix
>, ={wl/2-»)}>,. For monitoring the coefficients

vector, the chart statistic is defined as (Lowry et al.

[31]).
T = Zp Zog Zp| (5)

when T} , >h,, this chart gives an out of control
signal where h, (>0) is chosen to have a specific in-
control average run length (ARL).

The second method referred to as MEWMA 42 uses the

MEWMA vector for monitoring mean vector of error
terms, &, = (&, &y &) Where z, =30, &, j=1,2,..1

The MEWMA vector of errors mean is given as:

Zk,[,‘ = wék + (1 - w)Zkfl,s: (6)

Zk ¢ is a multivariate normal random vector with zero
mean vector and known covariance
matrix 2., , ={@/2-w)}2; = 0/[N2-w)]}2. For
monitoring the vector of error, the chart statistic is
defined as:

2 -1 T
Tik.e) = Zke Yz Zke @)

whenT} , >h, , this chart gives an out of control signal
where h, (>0) is select to achieve a desirable in-control
ARL. A chi-square chart with statistic 2 =>", 2
where 42 =¢, >*e; IS used to monitor variation. The
upper control limit isUCL= 42, .

In the third method, in order to make intercepts vector
independent of the slopes vector, they coded the x
values. Hence, in Eq.(1) the i™ observation in the k"
sample can be rewritten as:

Yic = Bo + X B1 + &y, (8)

where  X=((-X), f=f Fi=f+¥,. When
process is in control, By and B are multivariate
normal random vectors with mean vectors g;, p; and
covariance matrices X, =n'X andX, =(s,) ',

respectively. For monitoring the intercept vector, the
chart statistic is given as:
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Tllf =7, z;ll ZI{ (9)
where  z, =By — By)+(1—w)zy,, and
5, ={wo2-w)}3, ={ow/[R-w)]}5- For

monitoring the slope vector, the chart statistic is
defined as:

2 -1.7
Tsk = Zsk Z:zs Zsk (10)

where Zy =ofy —p)+(1-w)zy,y  and

%, ~{oo2-0)/3, ={0o/(2-o)]/3,

They used y=2[,& > &, for monitoring
profile variability and MEWMA statistic defined as
(Crowder and Hamilton [32]).

Zg = max{oIn (¢ )+ (1- w)zg;,nP} (11)

The MEWMA-3 control chart gives an out of control
signal when T2 >h, or TZ>h,0r zg >h:. Whereh,,hg,
and h. are chosen to achieve a specified in-control
ARL.

3. Auto Correlated Multivariate Simple Linear
Profile models

In order to show the effect of autocorrelation on
the performance of multivariate profile monitoring, we
consider three well known time series models, namely
first order autoregressive model or AR(1), first order
moving average model or MA(1), and first order
autoregressive-first order moving average,
ARMAC(1,1). We consider a multivariate simple linear
profile when an AR(1) autocorrelation structure exists
in the error terms. Hence, for the k™ sample we have:

Vi =Bo + % f1 e  i=12..n k=12, ..
Where:

€k = i@+ Uy . (12)

In addition, a multivariate simple linear profile model
when the error terms have a MA(1) autocorrelation
structure is:

Y =B + X P +e  i=12..n k=12, ...

Where:
&y = Uy —Uj_y 0 (13)

Also, we investigate a multivariate simple linear profile
model with ARMA(1,1) structure as follows:

Vic =Po + X f+&, i=12..n k=12, ..

where

&k = &y T Uy — Uiy 0. (14)

In the above equation, ¢ and e define the coefficient
matrices. For the sake of simplicity, we consider them
as diagonal matrices (IxI) and diagonal elements (g,6)
are the same for each matrix. The vector u;; consists of
normal random variables with zero mean and
covariance matrix . .

4. The Effect of Autocorrelation on ARL
Performance

In this section, we investigate effect of
autocorrelation on the ARL performances of the three
methods discussed in Section 2 and the three models
presented in Section 3. We consider the profiles used
by Noorossana et al. [12] defined as:
Y, =3+2x+¢, Y,=2+1x+¢, (15)
where x=[2 4 6 8] is independent variables vector,
of =0,=1 and r, =05. In our study, we
consider the effect of weak correlation (g=o0.10r
#=0.1) and strong correlation (¢=0.9 or 9=09). It is
clear when 4 is equal to ¢, the autocorrelation
structure leads to the independent situation. The results
are based on 5,000 simulation runs. We used the
original limits for the three methods leading to an
overall in-control ARL of 200.
We evaluate the different shifts in intercept, slope and
standard deviation of the profile (Eq.15) for MEWMA
method. Table 1 shows the ARL performance when
B, Shifts to g, +1,0,. Table 2 and 3 summarize the

results for shift in g,, and o, , respectively.

2 _ —
oy =0y =1

Tab. 1. The average run length results for MEWMA method when g, shifts to £y, + 4,0,

Model o 0 02 04 06 08 1 12 14 16 18 2
Independent ~ $#=0,0=0 2000 539 144 7.3 49 37 30 25 22 20 19
ARQ) $=09 57 56 49 42 36 33 27 24 21 19 18
$=0.1 1174 402 133 71 48 37 30 26 23 21 19
0=09 1354 534 150 72 48 36 29 25 22 20 19
MAW) 0=01 2584 619 152 74 50 37 30 26 23 21 19
$=09,0=01 63 60 52 44 37 34 27 25 22 20 18

ARMA(L,1)
$=01,0-09 1343 488 144 72 48 36 30 25 22 21 19
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Tab. 2. The average run length results for MEWMA method when B;; shiftsto 8, +4,0;

Model A 0025 005 0075 01 0125 015 0175 02 0225 025
Independent ~ ¢#=0,0=0 910 301 139 86 61 47 39 33 29 26
$=09 56 54 49 44 39 37 35 29 26 24

AR(1)
$=01 625 250 129 81 59 47 39 33 29 26
=09 796 307 141 86 61 47 39 33 29 26

MA(L)
=01 1081 326 144 87 62 47 39 33 29 26
$=09,0-=01 61 58 51 47 41 37 33 30 27 25

ARMA(1,1)

$=01,0-09 804 295 135 82 59 46 38 33 29 26

Tab. 3. The average run length results for MEWMA method when o7 shiftsto y0;

Model Y 1.2 14 1.6 1.8 2 22 24 26 28 3
Independent $=0,60=0 69.8 329 188 124 91 71 58 48 41 36
$=0.9 45 37 31 27 24 21 19 18 17 16
AR(1)
$#=0.1 488 250 153 102 77 61 51 43 37 32
6=0.9 545 279 179 119 88 68 53 45 39 34
MA(1)
6=0.1 886 384 212 139 100 78 61 51 44 38
$=09,0=01 49 40 33 28 25 22 21 19 18 17
ARMA(L,1)
$=01,0=09 548 280 171 115 85 68 55 46 41 36
Similar results are achieved for MEWMA-3 and 1. In general, positive autocorrelation reduces the in-
MEWMA/XZ methods which are not reported here. control ARL or equivalently increases the false alarm
However, the results are similar for the parameters of rate. . he simulat | "
the second profile. Figure 1 shows the results in Tablel ibn?gg?ergIcr:]c?rretloati;nest:LTtﬂritslogRr(is)uatr?a ig‘&”ﬁ ( 1t 1(;
%&T_hl_ca”y ) 1_hese|reSLfJ;ts lnddlcz?]te that the |nI—C(_)ntr(_)I have more considerable effects on the performance of
is significantly affected when autocorrelation is monitoring methods.
present. However, as the shift size increases, the out- 3. In general, by increasing the value of shift size,
of-control ARL approaches the out-of-control ARL of performance of the three correlation models become
no autocorrelation case. The results for the three similar and correlation effects turn to be negligible.
methods are summarized in Table 4. The Order of 4. In all the three monitoring methods, for the case of
models name shows the severity of the effect of MA(1) model with weak correlation and small shifts, we
correlation. can see an increase in ARL.
The following results could be concluded from Table 4:
250 300
200 4 250 4
150 1\ = = independent 200 ‘ = = independent
......... AR . wasssasas AR
ARL " 150 A
100 - \ sesects MA ARL \"' ceesane MA
.'\. = * —ARMA 100 — . = ARMA
50 4+ \. 50 | .:k
0 by PR —

0 02040608 1 121416 138 2 22
shift in intercept(strong correlation)

0 02040608 1 12141618 2 22
shift in intercept(weak correlation)

Fig. 1. The ARL comparition for shift in intercept in strong and weak correlation conditions.
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Tab. 4. Comparison of the three correlation models for shifts in the intercept, slope, and standard deviation.

Method Correlation Intercept Slope Standard deviation
AR(1) AR(1) ARAMRAH 1)
ARMA(1,1) ARMA(1,1) M A(l)y
MA(L) MA(1) For large shifts(>1.6 )
Strong For large shifts(>1), the For large shifts(>0.15), the . e
performances of three models are performances of three models corrlatlolr_1 (_egflect fgrﬂl}\/lA s
similar and co_rrl_ation effect is are simila_r and gorrlation effect perpoergmlgr:cei Zr]l ARean d
MEWMA negligible. Is negligible. ARMA models are similar.
For small shifts (<1), MA For small shifts (<0.15), MA
increasing ARL. increasing ARL. AR(1)
Weak For large shifts(>1), the For large shifts(>0.15 ), the ARMA(L 1)
performances of three models are performances of three models MA increasing ARL
similar and corrlation effect is are similar and corrlation effect
negligible. is negligible.
For small shifts (<1): For small shifts (<0.15): For small shifts (<1.6 ):
AR(1) AR(1) AR(1)
ARMA(L,1) ARMA(L,1) ARMA(1,1)
Strong MA(1) MA(1) MA(1)
For large shifts(>1): For large shifts(>0.15), the For large shifts(>1.6 ), the
MA(1) performances of three models performances of three
, ARMA(1,1),AR(1) are similar. models are similar.
MEWMA y ARMA(L,1) ARMA(L,1) AR"A\"'R'?S’I)
AR(L) AR(1) for small shifts (<1.4), MA
for small shifts (<0.8 ), MA for small shifts (<0.15), MA . . AI'\;L '
Weak increasing ARL. increasing ARL. For I;?;ée:ﬁi'ptg( o1 4') the
For large shifts(>0.8), the For large shifts(>0.15), the =h
performances of AR and MA performances of AR and MA perforrgalnces Of. AT and dMA
models are similar and corrlation ~ models are similar and corrlation m?:o?rlsa?ir((jns:erpfle?tr ;n
effect is negligible. effect is negligible. L
negligible.
For small shifts (<0.6 ):
AR(1) ARMA(1,1)
ARMA(1,1) MA(1),AR(1)
MA(1) AR(1) By increasing shifts the
Strong For moderate shifts(>0.6 ), the ARMA(1,1) performances of three
performances of three models are MAQ) models become similar.
similar and for large shifts(>1.6)
corrlation effect is negligible.
MEWMA-3 ARMA(L 1) For small shifts (<1.6 ):
AR(1) ARL\\"RA(SJ)
for small shifts .8), MA
increasing( ng : ARMA(L,1) MA(1)
Weak : AR(1) For large shifts(>1.6), the

For large shifts(>0.8 ), the
performances of AR and MA
models are similar and corrlation
effect is negligible.

MA increasing ARL

performances of AR and MA
models are similar and
corrlation effect is
negligible.

5. Conclusion
In this paper, the effect of three well known time series

models namely AR(1), MA(1), and ARMA(1,1) were

[2] Kim, K., Mahmoud, M.A., Woodall, W.H., "On the
Monitoring of Linear Profiles". Journal of Quality
Technology, Vol. 35, 2003, pp. 317-328.

investigated on the performance of three multivariate linear
profile monitoring methods. We considered three common
methods referred to as MEWMA, MEWMA-3, and

MEWMA A2 for monitoring multivariate linear profiles in
phase Il. Simulation results indicate that autocorrelation

affects ARL performance of the three monitoring methods
significantly.
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