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ABSTRACT 
Diagnosis of diseases is a critical problem that can help for more accurate decision-making regarding 
the patients’ health and required treatments. Machine learning is a solution to detect and understand 
the symptoms related to heart disease. In this paper, a logistic regression model is proposed to predict 
heart disease based on a dataset with 299 people and 13 variables and to evaluate the impact of 
different predictors on the outcome. In this regard, at first, the effect of each predictor on the precise 
prediction of the outcome has been evaluated and analyzed by statistical measurements such as AIC 
scores and p-values. The logit models of different predictors have also been analyzed and compared to 
select the predictors with the highest impact on heart disease. Then, the combined model that best fits 
the dataset has been determined using two statistical approaches. Based on the results, the proposed 
model predicts heart disease with a sensitivity and specificity of 84.21% and 90.38%, respectively. 
Finally, using normal probability density curves, the likelihood ratios have been established based on 
classes 1 and 0. The results show that the likelihood ratio classifier performs as satisfactorily as the 
logistic regression model.  
 
KEYWORDS: Logistic regression; Heart disease; Likelihood ratio; Receiver operating characteristic 
(ROC); Akaike information criterion (AIC).  
 

1. Introduction١ 
According to WHO, cardiovascular diseases 
(CVDs) are the number one cause of death all 
over the world, taking about 17.9 million lives 
each year. Some factors of CVDs can be easily 
measured and the people at risk can be treated. 
Most CVDs may be avoided by implementing 
population-wide programs to address behavioral 
risk factors such as cigarette use, poor nutrition, 
obesity, and physical inactivity [1]. According to 
WHO, 80% of heart attacks and strokes are 
preventable, and controlling high blood pressure, 
high cholesterol, and high blood sugar plays an 
important role in preventing from heart disease 
[2]. It should be noted that CVDs are considered 
multifactor diseases which are caused by a range 
of genetic, environmental, and nutritional factors 
[3]. 
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Machine learning is the process of developing 
and applying algorithms to detect automatically 
the patterns in the data. Machine learning is a 
branch of applied statistics that involves creating 
computer models that rely on inference and 
pattern recognition rather than explicit rules [5]. 
The machine learning algorithms range from 
simple linear regression to complicated 
multilayer neural networks [4] and they can be 
utilized, along with statistical models, to create 
predictive models [6]. Recently, machine 
learning has been used in machine learning-based 
smart healthcare, maintenance prioritization in 
healthcare facilities, multiple cancer diagnosis 
frameworks, and duration of hospitalization in 
COVID-19 patients [7-10]. In the case of heart 
diseases, machine learning algorithms predict the 
likelihood of a diagnosis, analyzing some factors 
and predictors [11-14].  
Data mining and machine learning approaches 
turn the extensive collection of raw healthcare 
data into information and knowledge to make 
informed decisions and predictions [15]. There 
exist different machine learning approaches 
including discriminant function analysis (DFA) 
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and logistic regression to handle and predict 
categorical variables [16-18]. Among them, 
logistic regression is a statistical tool for 
estimating the association between a binary 
outcome and one or more covariates where the 
covariates may be either discrete or continuous 
[16]. Compared to other methods, logistic 
regression does not require normally distributed 
predictors and is not sensitive to outliers. 
Furthermore, logistic regression can abide by 
differences in the two classes [19]. Besides, 
although some approaches such as DFA may be 
superior to logistic regression when the normality 
criteria are satisfied, the differences between 
these methods become insignificant, when the 
sample size is high enough (50 observations or 
more) [20]. 
The likelihood ratio is the probability of a clinical 
finding in patients with disease divided by 
observing that in patients without the disease 
[21]. As an example, the likelihood ratio 
compares the chances of properly predicting 
cancer against the chances of wrongly predicting 
cancer. The likelihood ratio indicates how much a 
diagnostic test result will increase or decrease the 
suspected disease’s pre-test likelihood. This 
method has recently been used in the prediction 
of sex from a set of continuous variables [17]. 
Accordingly, it is utilized in this paper to discern 
how close it is to the predictions of the logistic 
regression model developed for heart disease 
prediction.  
During the past few years, various research 
studies have developed machine learning-based 
methods for the prediciton of heart disease. The 
following studies have used the UCI heart disease 
dataset which is described in the next section. 
Magar et al. [22] applied logistic regression, 
support vector machines (SVM), naïve bayes 
(NB), and decision tree (DT) classifiers UCI 
heart disease dataset and achieved an accuracy of 
83% using the logistic regression model. Shah et 
al. [23] used data transformation technqiues and 
deployed a k-nearest neighbors (KNN), NB, 
random forest (RF), and DT classifier. They 
achieved an accuracy of approximately 90% 
using their k-nearest neighbors model. Pandita et 
al. [24] used logistic regression, KNN, SVM, NB, 
and RF to predict heart diseases. They achieved 
more than 89% accuracy using KNN and created 
a web application based on this classifier. Akella 
et al. [25] developed an artificial neural network 
(ANN) model to predict heart diseases with 93% 
accuracy. They compared the performance of this 
model with other methods, including logistic 
regression, NB, fuzzy KNN, and K-means 
clustering, which all were inferior to their ANN 

model in terms of accuracy. There have also been 
other studies which have developed state-of-the-
art machine learning-based classifiers to classify 
heart diseases on other heart disease datasets 
[26]. 
Although many studies have developed special 
classifiers for the prediction of heart disease, a 
logistic regression model based on two variable 
selection approaches (i.e., forward selection and 
backward elimination) is proposed in this paper 
for creating an accuracte final model. In addition, 
the likelihood ratio analysis is utilized to get the 
predictions and compare its performance with a 
machine learning model for the prediction of 
heart diseases. To the best of authors’ knowledge, 
this approach has not been previously considered 
in the literature by other researchers. 
In this paper, it has been tried to provide a model 
for estimation of heart disease based on a set of 
variables such as age, sex, serum cholesterol, etc. 
These predictors are compared through logistic 
regression models, and then, two feature selection 
methods, including forward selection and 
backward elimination approaches are employed 
and compared to select a set of variables that 
have the highest predictive power. Finally, a 
likelihood ratio analysis is performed to discern if 
they can be utilized as a classifier and alternative 
to the logistic regression model to predict heart 
disease. 
The rest of the paper is organized as follows. The 
materials and methods are presented in section 2. 
The results are presented and discussed in detail 
in section 3. Finally, the paper is concluded in 
section 4. 
 

2. Materials and Methods 
2.1. Logistic regression 
Logistic regression is a statistical method for 
binary classification which can be generalized to 
multiclass classification [27]. Prediction of acute 
kidney injury, survival prediction of 
hepatocellular carcinoma, prediction of low-
velocity impact damage in composite structures, 
fog computing, early diagnosis of Alzheimer’s 
disease, prediction of deforestation, prediction of 
tuberculosis, and prediction of anxiety disorders 
are some of the recent applications of logistic 
regression models in various fields [28-35]. In 
addition, logistic regression has a great potential 
of being combined with other algorithms such as 
genetic algorithms, evolutionary generalized 
radial basis function, and non-parametric models 
to make accurate predictions [29, 36, 37]. It has 
been shown that the combination of logistic 
regression classifier with genetic algorithms can 
improve the prediction accuracy, significantly 
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[29]. The essence of the problem considered in 
this paper is a binary classification problem. The 
probability of a binary output, given a set of 
variables, is represented as follows [38]. 
 

٠ ١ ١ ٢ ٢

٠ ١ ١ ٢ ٢

...

...p(y|x)
١

m m

m m

x x x

x x x

e
e

   

   

   

   
                               (1) 

 
where, y  is the outcome variable, x  is the set of 
predictors, and, ٠ ١, ,..., n    are the coefficients. 
The odds ratio (OR) is one of the statistical 
measurements used in clinical research and 
decision-making. It is particularly important since 
it informs the doctors clearly and directly about 
which therapy method is most likely to help the 
patient [39]. The odds ratio is defined as the ratio 
of the probability of occurrence to non-
occurrence of an event [40]. 
 

p(y|x)odds
١ p(y|x)


                                                 (2) 

 
The logit function is represented as the natural 
logarithm of the odds ratio [40]. 
 

٠ ١ ١logit(x) ln(odds) ... m mx x                   (3) 
 
In these formulas, p(y|x) represents the 
probability of class 1, given a set of variables x 
[40]. 
In this paper, the coefficients of logit models are 
calculated for each predictor. Additionally, the 
odds ratios and probabilities are utilized to 
compare the results of logit models and 
likelihood ratio classifiers, which have been 
described in the next sections. 
 
2.2. Description of the dataset 
The dataset used in this paper is the "Heart 
Disease Dataset" of the UCI Machine Learning 
Repository. The dataset consisted of a sample of 
299 people, aged between 29 and 78 years old. 
The number of class 1 is 134 against 165 
instances representing class 0 [41]. There have 
been four principal investigators responsible for 
the data collection at four institutions: 
Hungarian Institute of Cardiology. Budapest: 
Andras Janosi, M.D. 
University Hospital, Zurich, Switzerland: 
William Steinbrunn, M.D. 
University Hospital, Basel, Switzerland: Matthias 
Pfisterer, M.D. 
V.A. Medical Center, Long Beach, and Cleveland 
Clinic Foundation: Robert Detrano, M.D., Ph.D. 

The traditional risk factors causing heart diseases 
that are reported in the Framingham risk score are 
age, sex, blood pressure, serum total cholesterol 
level, low-density lipoprotein or high-density 
lipoprotein cholesterol level, cigarette smoking, 
and diabetes [42]. In this paper, a subset of 13 
features is used to create a model relevant to 
clinical conditions related to heart disease. The 
collected data consisted of 13 predictors, 
including age, sex, chest pain type, resting blood 
pressure, serum cholesterol, fasting blood sugar, 
resting electrocardiographic results, maximum 
heart rate achieved, exercise-induced angina, ST 
depression induced by exercise relative to rest, 
the slope of ST segment in the peak of exercise, 
number of major vessels colored by fluoroscopy, 
and types of thalassemia [41]. 
 
2.3. Preprocessing information and 
cleansing considerations 
In this paper, the dataset is divided into training 
and test set. The training set includes 70% of the 
dataset, and the test set is comprised of 30% of 
the dataset. The analysis is performed using 
Python software (version 3.9) to get the results 
based on the training set, and evaluations are 
performed based on the test set. In this regard, the 
categorical variables are changed and 
transformed into binary variables to be used in 
the logit model. For categorical predictors with 
two possible values including sex, fasting blood 
sugar, and exercise-induced angina, one of the 
possible states is utilized to input these particular 
predictors in their corresponding logit model 
where, in this paper, the states of “male” for sex, 
“yes” for fasting blood sugar, and “yes” for 
exercise-induced angina are used as the input of 
these variables. Other categorical variables 
including the chest pain type, resting 
electrocardiographic results, thalassemia, and the 
slope of the ST segment at the peak of exercise 
have more than two possible states and hence, 
they are divided into 3 or 4 different predictors 
according to their possible states. There are four 
types of chest pain, three types of resting 
electrocardiographic results, three types of 
thalassemia, and three types of the slope of the 
ST segment at the peak of exercise. In addition, 
there are six continuous variables including age, 
serum cholesterol, resting blood pressure, 
maximum heart rate achieved, ST depression 
induced by exercise relative to rest, and the 
number of major vessels colored by fluoroscopy. 
In Table 1, the types of all the predictors as well 
as their indicators in the logit models are 
presented. Applying the logistic regression 
function in Python, the results are obtained for all 
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predictors and the combined models are 
developed. In Figure 1, these six continuous 
variables have been analyzed using box plots, 
separately, for both classes in which, classes 1 

and 0 represent having and not having heart 
disease, respectively. In Figure 1, the positive 
class stands for class 1, and the negative class 
stands for class 0. 

 
Tab. 1. Types of predictors 
Variable Type 
age (x1) numerical 

male (x2) binary 
resting blood pressure (x3) numerical 

serum cholesterol (x4) numerical 
maximum heart rate achieved (x5) numerical 
asymptomatic for chest pain (x6) binary 
atypical angina for chest pain (x7) binary 

non-anginal for chest pain (x8) binary 
typical angina for chest pain (x9) binary 

left ventricular hypertrophy for resting electrocardiographic results (x10) binary 
ST-T wave for resting electrocardiographic results (x11) binary 

normal for resting electrocardiographic results (x12) binary 
fixed for thalassemia (x13) binary 

normal for thalassemia (x14) binary 
reversible defect for thalassemia (x15) binary 

down sloping for the slope of ST segment in the peak of exercise (x16) binary 
flat for the slope of ST segment in the peak of exercise (x17) binary 

up sloping for the slope of ST segment in the peak of exercise (x18) binary 
number of major vessels colored by fluoroscopy (x19) numerical 

yes for fasting blood sugar (x20) binary 
ST depression induced by exercise relative to rest (x21) numerical 

yes for exercise-induced angina (x22) binary 
 

   
(a) (b) (c) 

   
(d) (e) (f) 

Fig. 1. Box-plots of various variables for positive and negative test result a) age, b) serum 
cholesterol, c) resting blood pressure, d) maximum heart rate achieved, e) ST depression 

induced by exercise relative to rest, f) number of major vessels colored by fluoroscopy 
 

3. Results and Discussion 
3.1. Description of logit models and their 
statistical measurements 
In this section, the logistic regression models are 
developed for various predictors and the results 
are presented Table 2. For categorical predictors 
such as male, number 1 means being a male and 
0 means being a female. Similarly, for fasting 

blood sugar, 1 means having fasting blood sugar, 
and 0 represents not having blood sugar. Other 
binary preditors are interpreted in the same way. 
To train and test the models, we used 90 samples 
to calculate the accuracy and 209 samples to train 
the models, which corresponds to 30% and 70% 
of the dataset, respectively.  
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The percentage of people with heart disease who 
are accurately diagnosed by the test is known as 
sensitivity while the percentage of those without 
heart disease who are accurately excluded by the 
test is known as specificity. A confusion matrix is 
a prominent tool that is used in classification 
problems and it can be used to solve multiclass as 
well as binary classification problems. This 
matrix is used to demonstrate the counts based on 
expected and actual values. The output “TN” 
stands for True Negative and displays the number 
of correctly identified negative cases. Similarly, 
“TP” stands for True Positive, which denotes the 
number of correctly identified positive cases. The 
terms “FP” and “FN” stand for False Positive and 
False Negative, respectively. “FP” is the number 
of actual negative cases categorized as positive, 
and “FN” shows the number of actual positive 
cases, classified as negative [43]. At first, the 
total accuracy is calculated and then, the 
sensitivity and specificity are obtained. Equations 
(4)-(6) represent the formulation of sensitivity, 
specificity, and accuracy measures [44]. 
 

sensitivity TP
TP FN


                                          (4) 

specificity TN
TN FP


                                          (5) 

accuracy TP TN
TP TN FP FN




                             (6) 
 
The Akaike Information Criterion (AIC) was 
established by Akaike as a measure to compare 
the alternative models. The model selection is 
critical, because an under-fitted model may not 
represent the real nature of variability in the 
outcome variable, whereas an overfitted model 
loses generality. The AIC is then used to choose 
the model that best balances these problems. 
Akaike showed that the selection of the best 
model is determined by an AIC score formula, as 
follows: 
 
AIC ٢* ٢*ln( )K L                                          (7) 
 
where L represents the likelihood function, and K 
denotes the number of estimated parameters 
(degrees of freedom) [45]. 

 
Tab. 2. Logistic regression models 

Logit Model AIC BIC 
-1.857+0.030*x1 404.59 411.99 
-1.243+1.526*x2 389.50 396.90 
-1.918+0.013*x3 409.62 417.02 
-0.756+0.002*x4 410.80 418.21 
5.251-0.036*x5 367.12 374.52 

-1.027+1.766*x6 342.45 349.85 
0.068-1.644*x7 397.23 404.63 
0.106-1.011*x8 388.41 395.81 
-0.134-0.375*x9 412.77 420.17 

-0.635+0.923*x10 404.10 411.50 
-0.163 (no coefficient) 415.26 422.66 

0.287-0.923*x12 403.92 411.32 
-0.184+0.338*x13 413.81 421.21 
0.923-2.045*x14 340.11 347.51 

-0.966+2.032*x15 347.22 354.62 
-0.165+0.031*x16 414.39 421.79 
-0.843+1.443*x17 374.57 381.97 
0.496-1.463*x18 369.85 377.25 

-0.915+1.100*x19 344.65 352.05 
-0.125-0.230*x20 415.10 422.50 
-1.042+0.828*x21 357.56 364.96 
-0.714+1.772*x22 371.01 378.41 

 
Tab. 3. The accuracies of logistic regression models 

Variable Accuracy (%) Sensitivity (%) Specificity (%) 
age (x1) 60.00 31.57 80.76 
male (x2) 57.77 73.68 46.15 
resting blood pressure (x3) 66.67 34.21 90.38 
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serum cholesterol (x4) 58.88 13.15 92.30 
maximum heart rate achieved (x5) 70.00 60.52 76.92 
asymptomatic for chest pain (x6) 82.22 86.84 78.84 
atypical angina for chest pain (x7) 50.00 94.73 17.30 
non-anginal for chest pain (x8) 68.88 92.10 51.92 
typical angina for chest pain (x9) 57.77 0.00 100.00 
left ventricular hypertrophy for resting 
electrocardiographic results (x10) 55.55 57.89 53.84 

ST-T wave for resting electrocardiographic results 
(x11) 57.77 0.00 100.00 

normal for resting electrocardiographic results (x12) 55.55 60.52 51.92 
fixed for thalassemia (x13) 60.00 5.26 100 
normal for thalassemia (x14) 77.77 71.05 82.69 
reversible defect for thalassemia (x15) 75.55 65.78 82.69 
down sloping for the slope of ST segment in the peak 
of exercise (x16) 57.77 0.00 100.00 

flat for the slope of ST segment in the peak of 
exercise (x17) 71.11 68.42 73.07 

up sloping for the slope of ST segment in the peak of 
exercise (x18) 74.44 76.31 71.15 

number of major vessels colored by fluoroscopy (x19) 80.00 68.42 88.46 
yes for fasting blood sugar (x20) 57.77 0.00 100.00 
ST depression induced by exercise relative to rest 
(x21) 72.22 55.26 84.61 

yes for exercise-induced angina (x22) 70.00 55.26 80.76 
 
Bayesian Information Criterion (BIC) is another 
model selection criterion that assesses the trade-
off between model fit and model complexity 
which is presented in the following equation: 
 
BIC ٢*ln( ) ٢*ln( )*L N K                              (8) 
 
where L represents the likelihood function, N 
denotes the number of measurements, and K 
stands for the number of estimated parameters 
[45]. A better fit is indicated by a lower AIC or 
BIC value [45]. These measurements, as well as 
the p-values, are used in this paper for a 
comparison of the models. 
In Tables 2 and 3, the logit models and their 
corresponding statistical measurements have been 
presented. 
 
3.2. Comparison of logit models 
As mentioned previously, less AIC score means 
the model is better at predicting the output [45, 
46]. Based on the results, all the predictors are 
significant, by a p-value less than 0.05, except the 
variables down sloping for the slope of ST 
segment in the peak of exercise, fixed for 
thalassemia, ST-T wave for resting 
electrocardiographic results, typical angina for 
chest pain, and yes for fasting blood sugar. 
According to the AIC scores, it is concluded that 
the normal (thalassemia) is the best predictor of 

heart disease. The AIC of the logit model with 
normal (thalassemia) is 340.11 and the total 
accuracy is equal to 77.77%. After normal 
thalassemia, asymptomatic chest pain with an 
AIC of 342.45, and the number of major vessels 
colored by fluoroscopy with an AIC of 344.65 is 
selected as the best predictors of heart disease. 
The ranking of other predictors from lowest to 
highest AIC is the reversible defect, ST 
depression induced by exercise relative to rest, 
male, maximum heart rate achieved, up sloping 
for the slope of ST segment in the peak of 
exercise, yes for exercise-induced angina, flat for 
the slope of ST segment in the peak of exercise, 
non-anginal for chest pain, atypical angina for 
chest pain, normal for resting 
electrocardiographic results, left ventricular 
hypertrophy for resting electrocardiographic 
results, age, resting blood pressure, serum 
cholesterol, typical angina for chest pain, fixed 
for thalassemia, down sloping for the slope of ST 
segment in the peak of exercise, yes for fasting 
blood sugar, and ST-T wave for resting 
electrocardiographic results. In real-world 
applications, the results obtained based on the 
predictors with lower AIC are more reliable. 
However, for more analysis, the models are 
evaluated based on BIC scores in which, normal 
(thalassemia), asymptomatic chest pain, and the 
number of major vessels colored by fluoroscopy 
are selected, again, as the best three predictors of 
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heart disease. However, the ranking of other 
predictors from the lowest to the highest BIC led 
to different results. If a range of model sizes are 
being compared and no finite size provides the 
exact parametric model, AIC will do better than 
BIC [47]. Thus, AIC is selected as the main 
factor in comparing different predictors. A 
combined model is also constructed to be used as 
the predictive model. In the next section, this 
combined model has been introduced. 
 
3.3. Building a combined model 
There are two approaches to building a combined 
model: forward selection and backward 
elimination approaches [48]. In this paper, the 
backward elimination and forward selection 
approaches are used to get the best-combined 
model. In the backward elimination, the model 
starts containing all the predictors and if 

removing a predictor leads to a decrease in the 
significance level or increase in the AIC score, 
the predictor is retained in the model. Otherwise,  
the predictor is dropped. Applying the backward 
elimination approach, the best combined model is 
determined as -4.079 + 1.753x2 + 1.224x6 – 
0.752x12 + 1.609x15 + 0.888x17 + 1.092x19 + 
0.589x21. All these predictors are significant, 
with a p-value less than 0.05. The sensitivity of 
this model is 84.21%, and the specificity is equal 
to 90.38%. Also, the total accuracy of this model 
is obtained as 87.77%. In addition, the AIC score 
and p-value of the combined model are 232.184 
and 1.252 * 10-38, respectively. 
In the forward selection approach, one starts with 
a model without any predictors and if adding a 
new predictor does not decrease the significance 
level but the AIC score decreases, the predictor is 
added to the model. 

 
Tab. 4. Comparison of the accuracy with other studies 

Author(s) Method Accuracy Dataset 
Magar et al. [22] Logistic regression, SVM, NB, DT 82.89% - 
Shah et al. [23] NB, KNN, RF, DT 90.79% - 

Akella et al. [25] DT, RF, SVM, ANN, KNN 93.03% - 
Zhang et al. [49] Logistic Regression 85.86% - 
Prasad et al. [50] Logistic Regression 86.89% - 

Khanna et al. [51] Logistic Regression 84.80% 50% training, 
50% testing 

Khanna et al. [51] SVM (linear) 87.60% 50% training, 
50% testing 

Kodati et al. [52] Naïve Bayes 83.70% - 
Latha & Jeeva [53] Majority vote with NB, BN, RF, MP 85.48% - 

This paper Logistic Regression 87.77% 70% training, 
30% testing 

 
Otherwise, it is removed from the model. Using 
forward selection approach, the best combined 
model is determined as -4.131 + 2.011x2 + 
1.419x6 + 0.974x17 + 1.037x19 + 0.614x21. The 
AIC of this model is 244.999 and the p-value is 
equal to 1.245 * 10-36. 
According to AIC scores, the combined model 
resulting from the backward elimination 
approach is selected as the best model. In 
addition, the p-value of the model obtained from 
the backward elimination approach is slightly 
more significant. 
In Table 4, the accuracy of the proposed model is 
compared to the accuracy of the competing 
models in the literature applied to the heart 
disease dataset. Based on the results, the 
proposed logistic regression model has superior 
accuracy, compared to other models. Comparing 
the logistic regression model proposed in this 
paper to the ones proposed by Zhang et al. [49], 
Prasad et al. [50], and Khanna et al. [51], the 

proposed model resulted in, respectively, 1.91%, 
0.88%, and 2.97% increase in the accuracy. 
Although the accuracy of the ANN classifier 
proposed by Akella et al. [25] and the KNN 
classifier proposed by Shah et al. [23] are higher 
than that of our logit model, it should be noted 
that the ANN classifier is black-box in nature and 
the decsription of the results obtained by this 
classifier is a chellenging task. Moreover, the 
KNN classifier is highly dependent on the 
training set and works based on the majority 
voting of the results. However, the logistic 
regression model can explain the contribution of 
each variable to the output and provides better 
insight into how the model works. Therefore, 
despite the lower total accuracy of our logistic 
regression model, it is easily interpretable and the 
selection of variables has been made based on 
various statistical analyses which is the advantage 
of our model compared to other studies. Overall, 
the logistic regression model proposed in the 
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current study has been created based on the best 
predictive variables and has a significant 
performance on the UCI dataset compared to 
other studies and fair interpretability to make 
more informed medical decisions. 
 
3.4. Comparison of ROC curves 
ROC curve is another concept that is used to 
assist with data interpretation [54]. The 
performance of the classifiers can be evaluated 
and compared based on receiver operating 
characteristic (ROC) curves. It should be noted 
that ROC curves are extensively used in medical 
decision-making and have been increasingly 
popular in machine learning and data mining 
research, in recent years [55]. For instance, this 
concept has recently been used in assessing 
image quality in digital mammography and 
evaluating the performance of clinical prediction 
models [56, 57]. The model with the largest ROC 
area would best classify the output. 
The ROC curves of different predictors are 
shown in Figure 2. Most of the classifiers 
consider equal weights for false negative and 
false positive rates, while in real applications, this 
is not true [58]. For instance, in the medical 
diagnosis of cancer, the false negative error is 
much more severe than the false positive error, 
which means the prediction of having cancer, 
while not having cancer [59]. Although ROC 
curves appear to be straightforward, they are 
subject to several typical misunderstandings and 
problems, when used in reality [58]. In this 
regard, ROC curves assume that the 

misclassification costs are the same [60]. Since 
the nature of this study is related to the diagnosis 
of a disease, the false negative error comes at a 
much greater cost than the false positive error. 
Therefore, more emphasis is concentrated on the 
AIC score as a proper criterion for comparing 
different models. According to AUCs, the 
asymptomatic, the number of major vessels 
colored by fluoroscopy, and normal (thalassemia) 
have the largest area under the curve (AUC). This 
conclusion is in accordance with the one obtained 
based on the AIC scores. The maximum heart 
rate achieved has also an AUC equal to normal 
(thalassemia). These predictors are followed by 
ST depression induced by exercise relative to 
rest, reversible defect, up sloping for the slope of 
ST segment in the peak of exercise, non-anginal 
for chest pain, flat for the slope of ST segment in 
the peak of exercise, age, yes for exercise-
induced angina, serum cholesterol, resting blood 
pressure, male, atypical angina for chest pain, left 
ventricular hypertrophy for resting 
electrocardiographic results, normal for resting 
electrocardiographic results, typical angina for 
chest pain, down sloping for the slope of ST 
segment in the peak of exercise, fixed for 
thalassemia, ST-T wave for resting 
electrocardiographic results, and yes for fasting 
blood sugar ranked from highest to lowest AUC. 
In Figure 3, the AUC of the combined model has 
been presented. The AUC of this model is 0.91, 
which is expectable, due to its higher prediction 
accuracy compared to other models' 
performances.

 

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

    
(i) (j) (k) (l) 
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(m) (n) (o) (p) 

    
(q) (r) (s) (t) 

 

  

 

 (u) (v)  

Fig. 2. ROC curves for various models a) age, b) resting blood pressure, c) serum cholesterol, 
d) maximum heart rate achieved, e) number of major vessels colored by fluoroscopy, f) male, 

g) asymptomatic, h) atypical angina, i) non-anginal,  j) typical angina, k) left ventricular 
hypertrophy, l) ST-T, m) normal (resting electrocardiographic results), n) fixed, o) normal 

(thalassemia) p) reversible defect, q) down sloping, r) flat, s) up sloping, t) yes (fasting blood 
sugar), u) ST depression induced by exercise relative to rest, v) yes (exercise-induced angina) 
 

 
Fig. 3. ROC curve for the combined model 

 
3.5. Likelihood ratio analysis 
The normal distribution is an underlying 
assumption of many statistical processes. There 
exist a number of normality tests including the 
Shapiro-Wilk (SW) test, KS test, LL test, CVM 
test, AD test, CSQ test, JB test, and DP omnibus 
test. It has been shown that the Shapiro-Wilk test 
outperforms other normality tests [61]. In 
addition, it provides better power than the KS test 

even after Lilliefors correction [62, 63]. Hence, in 
this paper, the SW normality test is utilized to 
detect whether the numerical predictors are 
normally distributed to be used in the likelihood 
ratio analysis. According to the results presented 
in Tables 6 and 8, none of the numerical 
predictors are normally distributed for both 
classes 0 and 1. 

 
Tab. 5. Statistical parameters for various numerical variables with class 0 

Variable Min Max Median Mean Standard Deviation 
age 29 78 56 53.393 9.764 

resting blood pressure 94 180 130 129.163 16.397 
serum cholesterol 16 564 236 245.533 58.775 

maximum heart rate achieved 96 202 160 157.339 20.171 
ST depression induced by exercise relative to rest 0 4.200 0.300 0.618 0.782 
number of major vessels colored by fluoroscopy 0 3 0 0.284 0.642 
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Tab. 6. Shapiro-Wilk test for class 0 
Variable Shapiro-Wilk test (p-value) 

age 0.095 
resting blood pressure 0.017 

serum cholesterol 8.793*10-12 
maximum heart rate achieved 3.369*10-4 

ST depression induced by 
exercise relative to rest 

4.729*10-14 

number of major vessels colored 
by fluoroscopy 

1.110*10-16 

 
Tab. 7. Statistical parameters for various numerical variables with class 1 

Variable Min Max Median Mean Standard Deviation 
age 35 77 58 56.850 8.055 

resting blood pressure 100 200 130 133.992 18.557 
serum cholesterol 149 409 257 259.037 49.829 

maximum heart rate achieved 71 195 142 139.343 22.535 
ST depression induced by exercise 

relative to rest 
0 6.200 1.400 1.573 1.277 

number of major vessels colored by 
fluoroscopy 

0 3 1 1.164 1.027 

 
Tab. 8. Shapiro-Wilk test for class 1 
Variable Shapiro-Wilk test (p-value) 

age 0.004 
resting blood pressure 6.493*10-5 

serum cholesterol 0.096 
maximum heart rate achieved 0.271 

ST depression induced by exercise relative to rest 4.871*10-6 
number of major vessels colored by fluoroscopy 2.932*10-10 

 
To calculate the likelihood ratios, we used the 
maximum heart rate achieved as an instance to 
describe the concept of likelihood ratios. These 
curves are drawn by Python based on the mean 
and variance of maximum heart rate achieved for 
class 1 and class 0, separately. In Tables 5 and 7, 
these statistical parameters have been presented. 
To calculate the likelihood ratio for say, the 
maximum heart rate achieved of 120, two 
hypotheses have been considered; i) the patient’s 

test is positive, versus ii) the patient’s test is 
negative. By putting 120 in the logit function of 
maximum heart rate achieved, the dependent 
variable of the logistic response function is 
obtained as 2.537, and accordingly, the 
probability of class 1 or having heart disease for a 
person with a maximum heart rate of 120 is 
0.7172. Analyzing the probability densities in 
Figure 4.b, reveals that the probability of class 1 
to the probability of class 0 is greater than 1. 

 

  
(a) (b) 

 
(c) 

Fig. 4. Probability density plots of maximum heart rate achieved, the red curve for having 
heart disease and blue curve for not having heart disease a) maximum heart rate of 150, b) 

maximum heart rate of 120, c) maximum heart rate of 180. 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

ie
pr

.iu
st

.a
c.

ir
 o

n 
20

25
-0

7-
11

 ]
 

                            10 / 15

https://ijiepr.iust.ac.ir/article-1-1590-en.html


11 Prediction of Heart Diseases Using Logistic Regression and Likelihood Ratios 
 

International Journal of Industrial Engineering & Production Research, March 2023, Vol. 34, No. 1 

Hence, the likelihood ratio analysis verifies the 
results of scanning the logit model and it is 
concluded that the patient's test is positive or 
belongs to class 1. Considering the maximum 
heart rate achieved of 180 and putting it in the 
logit model, we received the odds ratio of 0.2925, 
which indicates that the probability of having 
heart disease given the input of 180 is 29.25% 
and hence, the patient’s test is negative or 
belongs to class 0. It was also supported by 
analyzing Figure 4.c, which proves that the 
probability of having heart disease to the 
probability of not having heart disease is less than 
1 and consequently, the patient’s test is negative. 
As extra evidence, analyzing the point where the 
likelihood ratios are equal, demonstrates that a 
maximum heart rate between 140 and 160 would 
give us equal probabilities for both classes. By 
assuming equal probabilities in the logit model, 
we also reached a maximum heart rate achieved 
of about 146, which was a satisfactory result, 
consistent with the interpretation of the likelihood 
ratios. It is notable that in this special case, the 
standard deviations are so high, which makes the 
probability densities so low; but the number of 
our samples in the dataset is above 100 for each 
class and thus, this problem cannot affect the 
quality of our interpretations. 
 

4. Conclusions 
This paper presents the estimation of having heart 
disease by logistic regression. According to AIC 
scores, it is concluded that normal thalassemia 
has the highest impact on heart disease 
prediction, followed by asymptomatic chest pain 
and the number of major vessels colored by 
fluoroscopy. These results were confirmed by 
comparing the AUCs which resulted in the same 
predictors, as well. A combined regression model 
has also been proposed that can predict heart 
disease with a sensitivity of 84.21%, a specificity 
of 90.38%, and a total accuracy of 87.77%. 
Besides, using the normal probability densities, 
the likelihood ratios have been calculated and 
used as a classifier. The likelihood ratio classifier 
proposed in this paper resulted in a similar 
performance to the logit model in the prediction 
of heart disease. However, more studies are 
needed to prove that their accuracy is as 
satisfactory as a logistic regression model. 
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