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ABSTRACT 
In the field of scheduling and sequence of operations, one of the common assumptions is the 
availability of machines and workers on the planning horizon. In the real world, a machine may be 
temporarily unavailable for a variety of reasons, including maintenance activities, and the full 
capacity of human resources cannot be used due to their limited number and/or different skill levels. 
Therefore, this paper examines the Dual Resource Constrained Flexible Job Shop Scheduling Problem 
(DRCFJSP) considering the limit of preventive maintenance (PM). Due to various variables and 
constraints, the goal is to minimize the maximum completion time. In this regard, Mixed Integer Linear 
Programming (MILP) model is presented for the mentioned problem. To evaluate and validate the 
presented mathematical model, several small and medium-sized problems are randomly generated and 
solved using CPLEX solver in GAMS software. Because solving this problem on a large scale is 
complex and time-consuming, two metaheuristic algorithms called Genetic Algorithm (GA) and 
Vibration Damping Optimization Algorithm (VDO) are used. The computational results show that 
GAMS software can solve small problems in an acceptable time and achieve an accurate answer, and 
also meta-heuristic algorithms can reach appropriate answers. The efficiency of the two proposed 
algorithms is also compared in terms of computational time and the value obtained for the objective 
function. 
 
KEYWORDS: Flexible job-shop scheduling; Dual resource constraint; Preventive maintenance; Genetic 
algorithm; Vibration damping optimization algorithm.  
 
 

1. Introduction1 
Today's competitive market has taken steps to 
meet the diverse needs of customers, and this 
change has led to the creation of diverse and 
flexible equipment, but this equipment alone is 
not responsive to the competitive environment 
and is in dire need of planning and scheduling; 
So scheduling plays a vital role in the 
manufacturing industry [1, 2]. Scheduling issues 
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in real manufacturing environments are often 
faced with unavailability of resources and 
complexity [3]; One of the scheduling issues is 
the flexible job shop problem. (FJSP) [4]. In 
recent decades, the issue of flexible job shops has 
been considered by most researchers due to its 
many applications in management and industry 
[5]. For example, it is used in the production of 
semiconductors, some petrochemical industries, 
glass industries, etc. In FJSP, only machine 
capacity is considered as a constraint factor of 
resources and workers' capacity is ignored as 
an effective factor in increasing productivity and 
production efficiency [6]. Therefore, the study of 
flexible job shop with dual constraint resources 
limited to humans and machines seems extremely 
necessary. Figure 1 schematically shows the Dual 
Resource Constrained Flexible Job Shop 
Scheduling Problem (DRCFJSP) considering the 
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limit of preventive maintenance. In comparison 
to FJSP, the DRCFJSP contains a new sub-
problem called the worker selection problem[7]. 
Regarding the existing literature, the job shop 
scheduling problem is known as an NP-hard 
problem [8]. Therefore, it can be concluded that 
DRCFJSP can be provable as an NP-hard 
problem. In the DRCFJSP literature, several main 
and somewhat unrealistic assumptions are 
considered, which make the main issue far from 
the real world. One of these hypotheses is 
continuous and unlimited access to machines. By 
increasing the use of machinery, the reliability of 
the devices can be reduced and broken down. 
Unexpected breakdowns increase production 
costs [9], As a result, the use of maintenance 
methods prevents unexpected breakdowns and 
reduces production costs[10]. Maintenance 
activities play an important role in companies' 
decisions about costs, device reliability, or even 

product quality [11]. Scheduling in maintenance 
means deciding which maintenance activity to 
carry out and when to do so that the 
predetermined goals are optimal [12]. Scheduling 
in maintenance is a vital and inevitable issue. 
One of the known strategies today is preventive 
maintenance, which includes all actions that are 
planned and implemented to prevent the 
shot down of machines. The purpose of 
preventive maintenance is time-based 
maintenance (TBM). In time-based maintenance, 
maintenance activities are performed at the same 
periods, called periodic time [13]. This paper 
examines the solving of the Dual Resource 
Constrained Flexible Job Shop Scheduling 
Problem (DRCFJSP) considering the constraint 
of preventive maintenance in order to obtain the 
best sequence of actions, machine allocation and 
workers' selection. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Schematically shows the dual resource constrained flexible job shop scheduling 
problem (DRCFJSP) considering the limit of preventive maintenance. 

 
2. Literature Review 

Existing assumptions, such as the availability of 
machines at all times, have led to scheduling 
models being far from reality. This paper focuses 
on this gap and tries to fill part of it.  
[14] examines job shop flow scheduling 
considering the machine access constraints. He 
assumed that, in the definitive model, periods of 
unavailability are predetermined; More precisely, 
an operation on the machine begins only if the 
processing is finished before the unavailability of 
the machine. In this research, two different 
approaches to preventive maintenance are 
presented. In the first approach, the place of 
unavailable periods is fixed and the aim is to find 
an optimal or near-optimal schedule with non-
segregated operations. The second approach is 

that; the constraints of non-segregated operations 
may create idle time before any preventive 
action. Therefore, to minimize these idle times, it 
is assumed that maintenance periods are not 
fixed, but should be performed in definite time 
windows during scheduling. Aggoune proves that 
programs that have the same sequence on all 
machines may not necessarily contain the optimal 
answer. Finally, he used two genetic (GA) and 
Taboo Search (TS) algorithms to solve this 
problem[14-15]. studied the issue of flexible job 
shop scheduling with availability constraints. 
Availability constraint in this model is proposed 
to be non-fixed; in other words, the time to 
complete the maintenance actions is not fixed and 
should be determined during scheduling. Then 
they used the hybrid genetic algorithm to solve 
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flexible job shop scheduling problems with non-
fixed availability constraints[15-16]. examined 
the issue of job shop scheduling in a sequence 
dependent on set-up time and preventive 
maintenance policies. They set the optimization 
criterion for the completion time of jobs and 
solved the problem using meta-innovative 
methods. [16-17]. investigated the minimization 
of total completion time in job shop scheduling 
by considering machine unavailability during the 
time planning horizon. In his article, he used 
graphs to illustrate the concept of blocks in 
periods of machine unavailability [17-18]. used a 
Pareto-based hybrid genetic algorithm to solve 
the problem of dual resource flexible job shop. 
They assumed the modal as mono-objective and 
bi-objective. Their goal was the shortest time to 
complete the actions and the cost of 
production[18-19]. proposed a new multi-
objective mathematical model for the flexible job 
shop scheduling problem with parallel machines 
and maintenance costs. After modeling, two 
meta-heuristic algorithms are used, one is a 
hybrid genetic algorithm and the other is 
simulation annealing (SA). Finally, they 
compared the answers using two algorithms[19-
20]. studied a single-machine scheduling problem 
by considering the processing time of jobs and 
multiple preventive maintenance. They 
considered three objective functions: Completion 
time, total completion time, and total weighted 
completion time. Because the problem was NP-
hard, they used innovative algorithms and genetic 
algorithms to solve the problem[20-21]. proposed 
a variable neighborhood search algorithm (VNS) 
for a dual resource flexible job shop constraint 
for humans and machines to minimize 
completion time [21-22], presented simulated 
annealing (SA) algorithm and vibration damping 
optimization (VDO) algorithm for a dual resource 
flexible job shop constraint to humans and 
machines to obtain the minimum makespan [22-
25]. implemented the same things using 
migrating birds' algorithm, knowledge guided 
fruit fly optimization algorithm (KGFOA) and 
Genetic algorithm came to acceptable 
conclusions[23-26]. solved the problem of 
condition-based maintenance (CBM) using 
flexible job shop action (FJSP). This problem has 
considered two modes of maintenance, one is 
corrective maintenance (CM) and the other is 
preventive maintenance (PM). They compared 
the value of corrective and preventive 
maintenance. In addition, to make the issue more 
realistic, they made it possible for the system to 
break down between inspection periods, and also 

the time and duration of maintenance have been 
randomly determined. To solve this model, they 
used a harmony search optimization 
algorithm[26], [27]. proposed a discrete particle 
swarm algorithm based on the maximum fit 
function for the problem, which aimed to 
minimize production time and cost [27], [28]. 
examined the issue of production scheduling on a 
single-machine model with preventive 
maintenance during the period in which the 
release date of jobs was considered. It should be 
noted that both resumable and non-resumable 
items were studied. The first part is provable 
using the earliest release date (ERD) which is 
polynomial time, and the second part can prove 
to be NP-hard; therefore, according to the mixed 
integer programming model (MIP) and using the 
earliest release date with the longest processing 
time (ERD-LPT) and branch and bound 
algorithm, they solved this problem[28], [29]. 
presented the DRCFJSP by considering green 
production indices and proposed a new hybrid 
genetic algorithm (NHGA) to solve this 
problem[7], [29]. using the memetic algorithm 
(MA) investigated solving multi-objective 
flexible job-shop scheduling problems with 
worker flexibility (MO-FJSPW). Their purpose in 
designing this issue is to minimize the maximum 
completion time, maximize the workload of the 
machines and obtain the sum of the workload of 
the machines[29]. 
[30-31] examined the same problem with 
multiple purposes[30, 32]. investigated the dual 
resources job shop scheduling problem using the 
indices of minimum completion time and due 
date and solved the problem using the greedy 
heuristics algorithm[32-33]. studied dual flexible 
job shop scheduling constrained to worker and 
machine considering the shutdown of machines, 
and because they considered the processing time 
uncertain, they presented a robust fuzzy-
stochastic programming model (RFSP). Their 
purpose was to minimize the completion time of 
jobs[33-34]. examined DRCFJSP using a particle 
swarm optimization algorithm to minimize the 
time and cost[5]. [34]. proposed a model to solve 
DRCFJSP using artificial intelligence (AI)-based 
DRCFJSP optimization model. This model 
introduces the differences between the loading 
and unloading operation times of workers before 
and after the process. They used the quantum 
genetic algorithm (QGA) to minimize the 
maximum completion time [34-35]. proposed a 
model for solving the dual resource-constraint 
flexible job-shop scheduling problem with 
sequencing flexibility (DR-FJSPS). Their goal is 
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to minimize the makespan, maximal worker 
workload, and weighted tardiness. To solve this 
problem they use a non-dominated sorting 
genetic algorithm (NSGA-II) [35-36]. studied the 
flexible job shop scheduling problem with 
parallel machines by considering cleaner 
production criteria, dual human-machine 
resources, job release date, and machine speed-
dependent processing time. The objective 
functions of this problem include minimizing the 
sum of earliness and tardiness and the speed 
increasing. They solve the model of a mixed 
integer programming using a Non-dominated 
Ranked Genetic Algorithm (NRGA) and 
compared the results with the non-dominated 
sorting genetic algorithm (NSGA-II) [36]. 
According to mentioned literature, there is a 
significant gap in most of the examined issues. 
One of these new opportunities in the scheduling 
literature is the dual-resource-constrained flexible 
job shop (DRCFJSP), and considering the 
existing literature and our best knowledge, the 
development of DRCFJSP is not covered by 
preventive maintenance. Therefore, in this study, 
DRCFJSP is investigated using maintenance. In 
the following and section 3, the problem 
definition, hypotheses, and mathematical model 
will be presented. Section 4 describes the 
proposed method to solve the problem, using a 
genetic algorithm and vibration damping 
optimization algorithm. In Section 5, to evaluate 
the performance of the proposed algorithms, 
problems in small, medium, and large dimensions 
are designed and solved by the mentioned 
algorithms and their results are presented. Section 
6 provides conclusions and suggestions for future 
research. 
 

3. Mathematical Model 
In this problem, a mixed integer linear 
programming model was used to schedule the 
DRCFJSP. In this model, there are n independent 
jobs ܬ = {݆ଵ , ݆ଶ, … , ݆௡}, l human powers 
ܹ = ଵݓ} , ,ଶݓ …  ௟} and m machinesݓ,
ܯ = ,ଵܯ} ,ଶܯ … ௠}. Each job like ௜݆ܯ,  
contains r sequences of operations 
,௜ଵ݋} ,௜ଶ݋ … ,  ௜௥} ،, which according to the݋
precedence constraint, each of the operations ݋௜௝ 
(operation j of work i) is processed one after the 
other on a machine from a set of eligible 
machines (ܯ௜௝). Each machine is also assigned to 
a worker who is selected among a set of eligible 
workers ( ௜ܹ௝). 
 
 

3.1. Hypotheses  
1. All machines and workers are available from 

zero time. 
2.  A machine can only do one operation or one 

maintenance activity at a time. 
3. The worker can be transferred from one 

machine to another but cannot leave the 
machine during the processing of an 
operation. 

4. Interruption is not allowed.  
5. An operation can be performed by different 

machines and workers, while the processing 
time will be different and definite. 

6. Each process needs two resources machine 
and a worker.  

7. Each worker can work on more than one 
machine, and each machine can be 
controlled by different workers. 

8. Maintenance times are defined by a 
predetermined time window. 

9. Machine setup time ignored. 
10. Machines cannot do anything while 

maintaining that machine. 
 
3.2. Indices  
Jobs index ݅, ݎ = 1,2,… , ݊ 
Machines index ݇, ℎ = 1,2,… ,݉ 
Operation index ݆, ݏ = 1,2,… , ݊௜  
Workers index ݈, ܾ = 1,2,… ,  ݑ
Maintenance activity index ݌ = 1,2,… ,  ௝݌
 
3.3. Parameters and sets 
n:  total number of jobs 
m: total number of machines 
݊௜: total number of job operations 
u:  total number of workers 
 ௝: total number of maintenance activity݌
ܱ௜௝: operation j on the job i 
ܲܵ௜௝௞௟  : processing time ܱ௜௝	on machine k by 
worker l 
 ௜௝ : A set of machines that are capable ofܥܣ
processing ܱ௜௝ 
௜௝ܧܣ	  : A set of skillful workers to do the 
operation ܱ௜௝ 
 ௜௝௟:  A set of machines on which theܧܥ
ܱ௜௝	ݐℎ݁	operation can be performed by worker l.  
௜௝௞ܤܥ ∶ A set of workers capable of doing 
ܱ௜௝	operation on machine k 
 ௞௣ : the p activity of maintenance on kܯܲ
machine 
 ݀௞௣  : the duration of maintenance activity ܲܯ௞௣  
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௞௣ா݌ݐൣ , ௞௣௅݌ݐ ൧ : the window time allocated to 
௞௣ா݌ݐ ௞௣, so thatܯܲ  is the earliest setup time and  
௞௣௟݌ݐ  is the latest end time of maintenance  

M: a very large number 
 

3.4. Decision variables 
௜ܺ௝௥௦

=	 ൜1																								If	 ௜ܱ௝	operation	is	done	after	ܱݏݎ	operation		
0																																																																																								otherwise	

									 

௜ܻ௝௞௟

= ቄ1						If	the	ܱ݆݅	operation	is	done	on	machine	݇	by	worker	݈0																																																																																										otherwise									 

ܺ ௜ܲ௝௞௣ = ൜1																݂݅	ܱ݆݅	operation	is	done	after	ܲܯ௞௣
0																																																																otherwise

 

 ௜௝ : completion time of ܱ௜௝ܥ
ܼ௞௣ : completion time of maintenance activity 
 ௞௣ܯܲ
ெ஺௑ܥ  : maximum completion time of jobs

 
3.5. Mathematical model  
 
ெ஺௑ܥ	݊݅ܯ = maxଵஸ௜ஸ௡൛ܥ௜௡೔ 	ൟ                                                                                                                     (1)  
Subject to: 
∑ ∑ ௜ܻ௝௞௟ = ,݅∀	݁ݎℎ݁ݓ												,1 ݆; ݅ = 1,2,… , ݊; ݆ = 1,2,… ,݉;	௨

௟
௠
௞                                                       (2) 

௜௝ܥ 	≥ 	∑ ∑ ܲܵ௜௝௞௟ ௜ܻ௝௞௟
௨
௟

௠
௞ ,݅∀	݁ݎℎ݁ݓ						 ݆; ݅ = 1,2,… , ݊	; ݆ = 1	;                                                          (3) 

௜௝ܥ 	≥ ௜௝ିଵܥ +	∑ ∑ ܲܵ௜௝௞௟ ௜ܻ௝௞௟
௨
௟

௠
௞ ,݅∀	݁ݎℎ݁ݓ										 ݆; ݅ = 1,2,… , ݊	; ݆ ≥ 2	;	                                      (4) 

௜௝ܥ ≥
௥௦ܥ	 +∑ ܲܵ௜௝௞௟ ௜ܻ௝௞௟௟ఢ஼஻೔ೕೖ − ൫1ܣ − ܺ௜௝௥௦൯ − ቀ3ܣ − ∑ ௜ܻ௝௞௟௟ఢ஼஻೔ೕೖ − ∑ ௥ܻ௦௞௟௟ఢ஼஻ೝೞೖ೗ ቁ ݅	∀	݁ݎℎ݁ݓ		 <
݊	, ݆; ݎ > ݅	, ;	ݏ ݇߳൛ܥܣ௜௝ ∩  ;                                                                                                     (5)	௥௦ൟܥܣ
௥௦ܥ ≥
௜௝ܥ	 + ∑ ܲܵ௥௦௞௟ ௥ܻ௦௞௟௟ఢ஼஻ೝೞೖ − ൫ܣ ௜ܺ௝௥௦൯ − ܣ ቀ3 − ∑ ௜ܻ௝௞௟௟ఢ஼஻೔ೕೖ −∑ ௥ܻ௦௞௟௟ఢ஼஻ೝೞೖ ቁ ݅	∀	݁ݎℎ݁ݓ			 <
݊	, ݆; ݎ > ݅	, ;	ݏ ݇߳൛ܥܣ௜௝ ∩   ;                                                                                                        (6)	௥௦ൟܥܣ
௜௝ܥ ≥
௥௦ܥ	 +∑ ܲܵ௜௝௞௟ ௜ܻ௝௞௟௞ఢ஼ா೔ೕ೗ − ൫1ܣ − ܺ௜௝௥௦൯ − ቀ3ܣ − ∑ ௜ܻ௝௞௟௞ఢ஼ா೔ೕ೗ − ∑ ௥ܻ௦௞௟௞ఢ஼ாೝೞ೗ ቁ ݅	∀	݁ݎℎ݁ݓ	 <
݊	, ݆; ݎ > ݅	, ;	ݏ ݈߳൛ܧܣ௜௝ ∩                                                                                                         (7)			;	௥௦ൟܧܣ
௥௦ܥ ≥ ௜௝ܥ	 + ∑ ܲܵ௥௦௞௟ ௥ܻ௦௞௟௞ఢ஼ாೝೞ೗ − ൫ܣ ௜ܺ௝௥௦൯ − ܣ ቀ3 − ∑ ௜ܻ௝௞௟௞ఢ஼ா೔ೕ೗ − ∑ ௥ܻ௦௞௟௞ఢ஼ாೝೞ೗ −

∑ ∑ ܳ௜௞௛	௠
௛

௠
௞ ቁ ݓℎ݁݁ݎ	∀	݅ < ݊	, ݆; ݎ > ݅	, ;	ݏ ݈߳൛ܧܣ௜௝ ∩  ;                                                          (8)	௥௦ൟܧܣ

ܼ௞௣ ≥ 	 ௞௣ா݌ݐ +	݀௞௣ ,	݇	∀	݁ݎℎ݁ݓ			 ;݌ ݇ = 1,2,… ,݉	; ݌	 = 1,2,… , ௝݌ 	;                                                 (9)  
ܼ௞௣ ≤ 	 ௞௣௟݌ݐ ,	݇	∀	݁ݎℎ݁ݓ																 ;݌ ݇ = 1,2,… ,݉	; ݌	 = 1,2,… , ௝݌ 	;                                               (10) 
ܼ௞௣ 	≥ ௜௝ܥ	 +	݀௞௣ − ൫ܺܣ ௜ܲ௝௞௖൯ − ܣ ቀ1 − ∑ ௜ܻ௝௞௟௟ఢ஼஻೔ೕೖ ቁ  
,	݅	∀	݁ݎℎ݁ݓ ݆	, ݇	, ;	݌ ݅ = 1,2,… , ݊; ݆ = 1,2,… ,݉ ; ݇ = 1,2,… ,݉	; ݌	 = 1,2,… , ௝݌                          (11) 
௜௝ܥ 	≥ 	ܼ௞௣ +	∑ ܲ ௜ܵ௝௞௟ ௜ܻ௝௞௟௟ఢ஼஻೔ೕೖ − ൫1ܣ − ܺ ௜ܲ௝௞௖൯ − ܣ ቀ1 − ∑ ௜ܻ௝௞௟௟ఢ஼஻೔ೕೖ ቁ                                  (12) 
,	݅	∀	݁ݎℎ݁ݓ ݆	, ݇	, ;	݌ ݅ = 1,2,… , ݊; ݆ = 1,2,… ,݉ ; ݇ = 1,2,… ,݉	; ݌	 = 1,2,… ,   	;௝݌
௜௝ܥ 	≥ ,݅∀	݁ݎℎ݁ݓ         0 ݆; ݅ = 1,2,… , ݊; ݆ = 1,2,… ,݉;                                                                      (13) 
ܼ௞௣ ≥ ,	݇	∀	݁ݎℎ݁ݓ         0 ;݌ ݇ = 1,2,… ,݉	; ݌	 = 1,2,… , ௝݌ 	;                                                            (14) 
௞௣ா݌ݐ , ௞௣௟݌ݐ 	≥ ,	݇	∀	݁ݎℎ݁ݓ       0 ;݌ ݇ = 1,2,… ,݉	; ݌	 = 1,2,… ,  ;                                                  (15)	௝݌
௜ܺ௝௥௦ 	, ௜ܻ௝௞௟ 		, ܺ ௜ܲ௝௞௣ ,݅∀	݁ݎℎ݁ݓ									{0,1}	߳	 ݆, ,ݎ ,ݏ ݇, ℎ, ݈,  (16)                                                                   ݌

 
In this model, equation (1) is an objective 
function of the problem; Which minimizes the 
maximum makespan ( ெ஺௑ܥ ). Equation (2) 
specifies that, ܱ௜௝  operation is processed by 
which machine and worker. Equation (3) ensures 
that, the makespan of the first operation (ܥ௜ଵ) is 
at least as long as the processing time of that job. 

Equation (4) requires the model to observe the 
precedence constraints, in other words, at most 
one operation of each job should be processed at 
a time. Equations (5) and (6) identify the time 
relationship of the operation of two different jobs 
if two operations are processed by the same 
machine. In this case, one machine can process at 
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most, one operation at a time. Equations (7) and 
(8) are disjunctive constraints and specify that 
two operations are processed by one worker. In 
this case, a worker can process at most, one 
operation at a time. Equations (9) and (10) ensure 
that the makespan of maintenance activities is 
within its time window. Equations (11) and (12) 
prevent the overlap of operations and 
maintenance activities on the machine in 
question, in other words, at any time it is done on 
a machine or a maintenance activity or an 
operation. Relationships (13), (14), (15), and (16) 
also indicate the type of decision variable. 
 

4. Suggested Solutions 
Dual resource flexible job shop scheduling 
problem constraint to human and machine is 
known as an NP-hard problem. So, enlarging the 
dimensions of the problem cause to decrease in 
the efficiency of accurate solutions. Hence, most 
heuristic and meta-heuristic methods are more 
effective for solving medium and large-scale 
problems that usually occur in the real world 
[37]. Therefore, in this study, two genetic 
algorithms and vibration damping optimization 
are used as approximate algorithms to solve 
optimization problems. 
 
 
 
 

4.1.  Genetic algorithm (GA) 
Many evolutionary algorithms have been used in 
recent years. A genetic algorithm is one of the 
evolutionary algorithms which is in the category 
of guided random search technique [38]. 
Researchers have been inspired by the random 
mutation of genes that occur in reproduction and 
have developed it into the solution space. In their 
achievement, each child is from a combination of 
two parents, and the intersection operator is 
considered one of the basic components of this 
search technique[39]. In the following, the design 
of GA for solving the problem is presented.  
  
4.1.1. The way of displaying the answer 
or the structure of chromosome  
Chromosomes are encoded answers and solve 
space points. In this paper, each chromosome is 
randomly generated to find a random initial 
population. To do this, for each operation a house 
and in each house, a quadruple string (i, j, k, l) is 
provided to represent the operation, in which i 
represents the job number, j represents the 
operation number, k represents the number of 
machines and l represents the number of workers. 
String length is equal to the total number of 
operations of jobs [40]. In an example of 
displaying the answer, a problem with four jobs, 
eight operations, three machines, and two 
workers is randomly considered as the first 
parent.

 
  ) 2,3,1,2( )2,2,1,1( )1,3,2,1( )1,2,2,1( )3,3,3,2( )3,2,3,2( )1,1,2,1( )2,1,1,2( )3,1,2,1( 

Fig. 2. Displaying the answer 
 

4.1.2.  Initial population 
Generational scattering prevents rapid 
convergence and local optimization. Therefore, 
we randomly generate the initial population 
(initial answers) to maintain the scatter of the 
answers in the solving space as much as possible. 
 
4.1.3.  Objective function 
To calculate the objective function of each 
chromosome (solving space points), these 
encoded answers must be decoded. For this 
purpose, to overcome the limitation of not having 
access to machines due to maintenance, two 
vectors are defined and their values are random 
numbers between the earliest and latest time of 
completion of maintenance operations 
( ௞௣ா݌ݐ , ௞௣௅݌ݐ )  and the difference between the 
corresponding elements of these two vectors is 
equal to the makespan of that operation (݀௞௣ ) 

and their completion time (ܥ௜௝) is also calculated. 
Then, having the completion time of all 
operations, the longest completion time of jobs is 
calculated as ݊݅ܯ	ܥெ஺௑ = maxଵஸ௜ஸ௡൛ܥ௜௡೔ 	ൟ   
 
4.1.4.  Fitness function (evaluation 
function) 
Regarding the nature of the genetic algorithm, all 
evaluation functions should be maximized. 
Whenever our problem is minimization, we have 
to convert it to maximization to be consistent 
with the nature of the genetic algorithm. This is 
done by subtracting the value of the objective 
function from the big positive number M and the 
value obtained is called the fitness value. So, the 
fitness function is: 
 
(݅)ݐ݂݅ = ܯ −  (17)                                (݅)݂݋
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4.1.5.  Selection strategy 
Selection is the process by which individuals in a 
generation are selected pairwise for mating. 
There are different approaches for selection in 
literature [41]. In this article, the roulette wheel is 
used, according to which people with higher 
fitness have a better chance of mating, and this is 
the basis of Darwin's theory. Applying the 
roulette wheel approach, two parameters are 
required: the probability of selection ܲ(݅)  and 
the cumulative probability ܲܥ(݅) , which are 
obtained in equations (18) and (19). 

 
ܲ(݅) = ௙௜௧(௜)

∑ ௙௜௧(௜)೛೚೛ೞ೔೥೐
೔సభ

                                   (18) 
(݅)ܲܥ = 	∑ ܲ(݅)                                        (19) 
 
Based on the roulette cycle approach, a random 
number from the uniform distribution R~U[0,1] 
is generated, and then to select the answer the 
following rule is used:  
 
ܴ ≤ (1)ܲܥ → …,(1)݉݋ݎℎܥ , ݅)ܲܥ − 1) <
ܴ < (݅)ܲܥ →  (20)                          (݅)݉݋ݎℎܥ
 
4.1.6. Crossover 
After selecting a pair of parents with one of the 
selection methods, the genetic operator of the 

crossover with a probability ௖ܲ  is used to 
combine the two parents and produce two 
children [42]. The main problem of the crossover 
operator is that; the feasibility of newly generated 
answers may not be guaranteed. In cases where 
the answers by new chromosomes are not 
feasible, corrective action is usually taken to turn 
them into feasible answers, which will prolong 
the solving time[6]. In this paper, we use two 
crossover operators with the preservability of 
new chromosomes of each generation and no 
need for a modification process; one is improved 
precedence operation crossover (IPOX) for 
changing the sequence of generated answers, and 
the other is a multipoint preservative crossover 
for changing the worker and allocating 
machine[30]. The IPOX crossover operator is 
explained in three steps: 
First step: a set of jobs is randomly selected and 
saved. 
Second step: a set of selected jobs is copied from 
parent 1 to child 1, and from parent 2 to child 2. 
Third step: The set of jobs not copied in step 2 is 
copied from parent 1 to child 2 and from parent 2 
to child 1, except that the worker index and the 
allocated machine to child 1 are inherited from 
parent 1, and vice versa.  

 
 
)2,2,1,1( )2,3,1,2( )1,3,2,1( )1,2,2,1( )3,3,3,2( )3,2,3,2( )1,1,2,1( )2,1,1,2( )3,1,2,1( Parent-1 

 
)2,3,1,2( )2,1,1,2( )1,3,2,1( )1,2,2,1( )3,3,3,2( )3,2,3,2( )1,1,2,1( )2,2,1,1( )3,1,2,1( offspring-1 

 
)3,3,1,2( )1,3,3,2( )2,3,2,1( )2,1,2,2( )3,1,1,1( )1,1,2,2( )3,2,2,2( )1,2,2,2( )2,2,1,2( Parent-2 

 
)2,2,1,1( )2,3,1,2( )1,3,2,1( )1,2,2,1( )3,3,3,2( )3,2,3,2( )1,1,2,1( )2,1,1,2( )3,1,2,1( Parent-1 

 
)3,3,1,2( )2,2,1,2( )2,3,2,1( )2,1,2,2( )1,3,3,2( )1,1,2,2( )3,2,2,2( )3,1,1,1( )2,2,1,2( offspring-2 

 
)3,3,1,2( )1,3,3,2( )2,3,2,1( )2,1,2,2( )3,1,1,1( )1,1,2,2( )3,2,2,2( )1,2,2,2( )2,2,1,2( Parent-2 

Fig. 3. IPOX 
 
Multipoint preservative crossover is the same as IPOX, except that in each repetition in the operator, a 
uniform random vector is generated for a parent pair.  
 

)2,2,1,1( )2,3,1,2( )1,3,2,1( )1,2,2,1( )3,3,3,2( )3,2,3,2( )1,1,2,1( )2,1,1,2( )3,1,2,1( Parent-1 

 
)2,2,1,2( )2,3,2,1( )1,3,2,1( )1,2,2,1( )3,3,1,2( )3,2,3,2( )1,1,2,1( )2,1,2,2( )3,1,2,1( offspring-1 

 
1 1 0 0 1 0 0 1 0 Random 
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Vector 
 

)3,3,3,2( )1,3,2,1( )2,3,2,1( )2,1,2,2( )3,1,2,1( )1,1,2,2( )3,2,2,2( )1,2,2,1( )2,2,1,2( offspring-2 

 
)3,3,1,2( )1,3,3,2( )2,3,2,1( )2,1,2,2( )3,1,1,1( )1,1,2,2( )3,2,2,2( )1,2,2,2( )2,2,1,2( Parent-2 

Fig. 4. MPX 
 

4.1.7. Mutation  
To prevent the production of unjustified answers 
and lead the children to the local optimal answer, 
the mutation operator with probability ௠ܲ  is 
applied to each of the generated children. To do 
this, four-sequence neighborhood structures are 
used SNS-1، SNS-2 ، ANS-1 , ANS-2[43]: 

The SNS-1 neighborhood structure focuses on 
changing the sequence of operations in the 
generated solutions in such a way that, the 
allocation of operations to machines and workers 
does not change. In short, changes can be made 
by switching two adjacent operations, belonging 
to two different jobs that are randomly selected. 

 
 ) 3,3,3,2( )1,3,2,1( )2,3,2,1( )2,1,2,2( )3,1,2,1( )1,1,2,2( )3,2,2,2( )1,2,2,1( )2,2,1,2( 

 
)3,3,3,2( )2,3,2,1( )1,3,2,1( )2,1,2,2( )3,1,2,1( )3,2,2,2( )1,1,2,2( )1,2,2,1( )2,2,1,2( 

Fig. 5. SNS-1 
 

The SNS-2 neighborhood structure is used to 
replace operations related to two jobs in the 
generated answer. Implementing this structure, 
the allocation of operations to machines and 

workers doesn't change. In short, it can be said 
that two jobs are selected randomly, and 
changing the position of all operations of these 
two jobs, brings bigger changes. 

 
)3,3,3,2( )1,3,2,1( )2,3,2,1( )2,1,2,2( )3,1,2,1( )1,1,2,2( )3,2,2,2( )1,2,2,1( )2,2,1,2( 

 
)1,3,2,1( )3,3,3,2( )1,3,2,1( )2,1,2,2( )1,1,2,2( )3,1,2,1( )1,2,2,1( )3,2,2,2( )2,2,1,2( 

Fig. 6. SNS-2 
 

ANS-1 neighborhood structure is used to change 
the allocation of operations to machines in 
generated answers, in such a way that, allocated 
workers and the sequence of operations on the 
machines do not change. In summary, the 
selected operation is randomly allocated to 

another machine among the eligible machines for 
that operation.  
ܱଶଶ                                                             ܱଷଷ 

 
 
 
 

)3,3,3,2( )1,3,2,1( )2,3,2,1( )2,1,2,2( )3,1,2,1( )1,1,2,2( )3,2,2,2( )1,2,2,1( )2,2,1,2( 
 

)3,3,1,2( )1,3,2,1( )2,3,2,1( )2,1,2,2( )3,1,2,1( )1,1,2,2( )3,2,2,2( )1,2,2,1( )2,2,3,2( 
Fig. 7. ANS-1 

 
ANS-2 neighborhood structure is used to change 
the allocation of operations to workers in 
generated answers, in such a way that, allocated 
machines and the sequence of operations on the 
machines do not change. Briefly, an operation is 

randomly selected and arbitrarily allocated to 
another worker among the eligible workers of 
that operation. 
ܱଶଶ                                                             ܱଷଷ
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)3,3,3,2( )1,3,2,1( )2,3,2,1( )2,1,2,2( )3,1,2,1( )1,1,2,2( )3,2,2,2( )1,2,2,1( )2,2,1,2( 
 

)3,3,1,1( )1,3,2,1( )2,3,2,1( )2,1,2,2( )3,1,2,1( )1,1,2,2( )3,2,2,2( )1,2,2,1( )2,2,3,1( 
Fig. 8. ANS-2 

 
So, the first and second mutations (SNS-1 and 
SNS-2) were used to optimize the sequence of 
operation, and the third and fourth mutations 
(ANS-1 and ANS-2) were used to allocate 
operations to machines and workers.  
 
4.1.8. Stopping criteria  
In this algorithm, going through a certain number 
of repetitions of offspring is considered a 
stopping criterion. Finally, the pseudo-code of the 
genetic algorithm is as follows. 
[Initialization]  
[Initialize Parameters] (PopSize, Numgen, Pc, 
Pm, StopCriteria,..) 
[Initialize Population] Generate PopSize 
chromosomes, randomly. 
[Evaluation] Evaluate the fitness of each 
chromosome. 
[New Generation] 
Repeat 
[Selection] Select Parents based on a selection 
strategy. 
[Crossover]Produce (PopSize * Pc) of offspring 
with Crossover. 
[Mutation] Produce (PopSize * Pm) of offspring 
with Mutation. 
[Reproduction] Copy remaining chromosomes 
based on elitism. 
[Replacing] Place new offspring in the new 
population. 
[Evaluation] Evaluate the fitness of each 
chromosome. 
Until StopCriteria is met 
[End] Return the best solution to the final 
population 

 
4.2. Vibration damping optimization 
algorithm 
One of the meta-heuristic algorithms for solving 
NP-hard problems is the vibration damping 
optimization algorithm. The algorithm is inspired 

by physical systems in which vibration is defined 
as an oscillating or periodic movement around 
the equilibrium point of an object, where the 
position of the object is obtained when no force 
exerts on it [3]. All objects that have mass and 
elastic properties can have vibrational movement. 
Every vibrational movement is caused by a force 
within the system or a force. In oscillating 
systems, part of the energy of the system is 
always wasted in the form of heat and sound. The 
amplitude gradually decreases over time and 
eventually, the oscillator stops oscillating. This 
process is called damping[44]. The more the 
amplitude, the more the frequency of answers. In 
other words, in high amplitude, due to the larger 
domain, a larger range or space is at hand and 
newer answers are more likely to occur. 
Conversely, at low amplitude, a new response is 
less likely to occur; And when the amplitude 
tends to zero, the system stops oscillating [45]. 
This algorithm was presented for the first time by 
Mehdizadeh and Tavakkoli Moghaddam for 
single-objective problems[46]. The performance 
of the algorithm is in such a way that; The move 
starts with a random initial answer, generates a 
random answer in each repetition, and uses 
possible rules to search the neighborhood[47]. 
In this section, the VDO algorithm is used for 
solving DRCFJSP. Figure 9 shows the process of 
the suggested VDO algorithm. The VDO 
algorithm starts with generating random answers. 
Then the algorithm parameters include the initial 
domain (ܣ଴), minimum domain (ܣ௠௜௡), number 
of searches (repetitions) per domain (L), damping 
coefficient (γ), number of damping cycles (t), and 
Rayleigh distribution parameter or standard 
deviation (σ) are quantified. Then the answers are 
evaluated by the values of the objective function 
(E) [3]. It should be noted that the method of 
displaying the answer is quite similar to the 
genetic algorithm. 
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Fig. 9. Pseudo-code vibration damping optimization algorithm 

 
In the first step, the desired parameters (γ 
and 	σ	،ܮ	ܣ،଴ ) are obtained and the number of 
repetitions in each domain (L) and the number of 
damping cycles are equal to zero. In the second 
step, a random initial answer is generated (ܺ଴) 
and the value of its objective function ܧ(ܺ଴)	is 
calculated. In the third step, it is achieved with a 
new answer ( ܺ௡௘௪ ) using the neighborhood 
structure and the value of its objective function 
 is also calculated. And the best of them (௡௘௪ܺ)ܧ
is selected (ܺ௕௘௦௧), i.e., the new answer replaces 
the previous one; If the following relationship is: 
 
ܧ߂ = (௡௘௪ܺ)ܧ − )ܧ ௟ܺ௔௦௧) < 0                 (21) 
 
If ΔE> 0, the number r is randomly generated 
between (1 and 0), and if the following relation is 
established, the new answer replaces the previous 
one. 
 

ݎ < 1 − exp	(− ஺మ

ଶఙమ
)                                      (22) 

 

Otherwise, the new answer is rejected and a unit 
is added to the number of repetitions per domain 
(L). If (ܮ <  ௠௔௫) is not established, it returns toܮ
step three, but if (ܮ < ௠௔௫ܮ ) is established, a 
unit is added to the number of damping cycles (t) 
and the stop criterion is checked. If the following 
relation is not established, it returns to step three 
and the algorithm continues. 
 
௧ܣ = −)	଴expܣ

௧
௤
)                                          (23) 

 
In the presented VDO algorithm, the considered 
stopping criterion is to implement the non-
improvement algorithm in the objective function. 
 

5. Mathematical Results 
Consider the environment of DRCFJSP 
concerning preventive maintenance. In this 
section, a problem including 3 jobs, 3 machines, 
and 2 workers is examined by considering the 
maintenance time window to minimize the 
maximum makespan. Tables 2 and 3 show the 
processing time of operation and implementing 
time of maintenance activities respectively. 

 
Tab. 2. processing time of operation 

M3 M2 M1 Machine 
W2 W1 W2 W1 W2 W1 Worker 
20 10 20 8 20 12 O11 

O
PE

R
A

TI
O

N
S 7 20 10 9 7 6 O21 

8 20 9 4 20 20 O31 
15 10 11 10 13 16 O21 
14 20 20 20 17 11 O22 
8 6 8 5 8 7 O23 

20 20 8 9 7 20 O31 
12 20 11 20 10 20 O32 
15 20 16 20 18 20 O33 
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Tab. 3. implementing time of maintenance activities 
݀௞௣  ݌ݐ௞௣௅ ௞௣ா݌ݐ   ௞௣ Machineܯܲ 

E2 E1 E2 E1 E2 E1 
 ଵ௣ 1ܯܲ 7 12 12 18 4 6
 ଶ௣ 2ܯܲ 6 9 9 12 3 3
 ଷ௣ 3ܯܲ 5 10 11 15 5 5

 

 
 
As far as the mathematical model of this problem 
is mixed integer linear programming, it is used 
the CPLEX Solver which is in the GAMS 
software. By solving the above problem, the start 
and end times of each job are obtained according 
to the purpose of the problem and the above 
problem achieves the optimal global answer in 
less than 200 seconds. In this section, the Gantt 
diagram related to the problem is drawn 
according to the results. As shown in Figure 10, 
the maximum termination time (ܥெ஺௑) is 50. 
To increase the efficiency of the algorithm and 
consider the sensitivity of the algorithms to the 
input parameters, in this research the input 
parameters are set to their best value using the 
Taguchi method. To evaluate the performance of 
the presented algorithms, 27 problems in small, 
medium, and large dimensions have been 
designed and solved by the suggested algorithms; 
also, these problems have been resolved by 
GAMS software as much as possible. 3600 
seconds (equivalent to 1 hour) is considered a 
stop condition for GAMS software in solving 
medium and large problems. In other words, the 
answers obtained from GAMS software after 

3600 seconds are compared with the answers 
obtained from two genetic and vibration damping 
optimization algorithms. Table 5 shows the 
generated problems and the results of comparing 
the genetic algorithm, vibration damping 
optimization, and CPLEX solver in GAMS 
software. As shown in this table, in some 
problems the genetic algorithm and in others the 
vibration damping optimization algorithm 
provided better answers and did not follow a 
specific pattern; But in small problems, GAMS 
software provides accurate answers. Regarding 
the response duration, in small problems, the 
speed of the genetic algorithm is higher than the 
vibration damping algorithm, and by contrast, the 
speed of the vibration damping optimization 
algorithm is higher in large problems. All 
calculations of genetic and vibration damping 
optimization algorithms are programmed in 
MATLAB 2018a and are performed on a 
personal computer with a frequency of 2.6 GHz 
(Core i5) and RAM of 6 GB. Also, the optimal 
parameter levels obtained using Minitab19 are 
shown in Table 4. 

 
Tab. 4. Optimal parameter levels 

Optimum Value 
(Large) 

Optimum Value 
(Medium) 

Optimum Value 
(Small) Parameter Solving 

Methodology 
100 60 40 Npop 

GA 0.8 0.9 0.85 Pc 
0.25 0.15 0.2 Pm 

O21-W2

PM31(E1,E2)

O31-W1

PM11(E1,E2)

O32-W2

PM21(E1,E2)

O33-W2

O11-W1

O22-W1 PM22(E2)

PM22(E1,E2)

O23-W2

O12-W1 O13-W1

0 5 10 15 20 25 30 35 40 45 50

Machine 3

Machine 2

Machine 1

Fig. 10.Gant chart
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 ଴ܣ 10 15 20
VDO 2 1.5 1 ܮ 

250 200 150 σ 
0.2 0.15 0.1 γ 

 
Tab. 5. comparison table of GA and VDO answers with CPLEX solver. 

VDO GA GAMS (CPLEX Solver) Test Problem 

Run 
Time(sec

) 

	ெ஺௑ܥ
Average 

(in 5 
runs) 

Run 
Time(sec

) 

	ெ஺௑ܥ
Average 

(in 5 
runs) 

Run 
Time(sec) 

ெ஺௑ܥ  
Average 

(in 5 
runs) 

p u m n NO 

SMALL Problem Size 
90 50 52 50 198 50 2 2 3 3 S1 
90 67 53 67 201 67 2 3 4 4 S2 
97 81 61 81 216 81 2 4 4 5 S3 

110 97 79 97 240 97 2 3 5 6 S4 
112 113 87 113 263 113 2 4 5 6 S5 
151 169 124 169 301 169 3 3 5 7 S6 
169 202 137 202 345 202 3 4 5 8 S7 
209 294 191 294 410 294 3 4 6 9 S8 
379 486 265 486 893 486 3 6 7 9 S9 

MEDIUM Problem Size 
441 745 416 762 986 721 4 7 9 11 M1 
525 1106 627 1039 1342 937 4 10 10 13 M2 
998 1444 833 1351 1566 1246 4 12 13 15 M3 

1054 2335 1001 2231 2164 2039 4 15 15 17 M4 
1431 2984 1674 3081 3306 2781 5 15 16 18 M5 
1710 3366 1832 3515 3600 3004 5 15 16 19 M6 
1982 4023 2149 3929 3600 3420 5 17 18 19 M7 
2509 4301 2743 4197 3600 4197 5 17 18 20 M8 
2781 4580 3006 4791 3600 4949 5 18 19 20 M9 

LARGE Problem Size 
3811 7210 4219 6941 3600 --- 6 20 20 30 L1 
4099 8393 4371 8199 3600 --- 7 25 25 35 L2 
4317 9140 4794 9214 3600 --- 8 30 30 40 L3 
4588 10499 5016 10541 3600 --- 9 35 35 45 L4 
5212 13121 5642 12737 3600 --- 10 40 40 50 L5 
5791 16124 6001 15789 3600 --- 11 45 45 55 L6 
6099 20019 6435 18354 3600 --- 12 50 50 60 L7 
6749 22142 7091 21743 3600 --- 13 55 55 65 L8 
8039 27187 8869 26456 3600 --- 14 60 60 70 L9 
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Fig. 11. Comparison table of performing duration of GA and VDO 

 

 
Fig. 12. Comparison of the results of GA and VDO 

 
Examining Figure 11 and Table 5, it can be 
concluded that in large problems, the genetic 
algorithm provides better answers than the 
vibration damping algorithm, and in other 
problems, by comparing the answers from the 
two algorithms, neither is superior to the other. 
Also, by examining Figure 12 and Table 5, it can 
be concluded that, in small problems, the GA 
works faster than the VDO, and in large 
problems, the VDO is faster than the GA. To 
compare VDO, GA, and CPLEX algorithms, 
GAP and RPD criteria are used as (24) and (25) 
equations. To explain more briefly, relative 
percentage deviation (RPD) is the efficiency of 
the heuristics compared using the objective 
function values [48,49]. Also, problems have 

been investigated on small, medium, and large 
scales problems. 
GAP=	ி೘೐೟ೌ೓೐ೠೝ೔ೞ೟೔೎ିி೚೛೟೔೘ೌ೗

ி೚೛೟೔೘ೌ೗
× 100           (24) 

RPD2=	ி೘೐೟ೌ೓೐ೠೝ೔ೞ೟೔೎ିி್೐ೞ೟
ி್೐ೞ೟

× 100              (25) 
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Tab. 6. Comparison table of GA and VDO proposed algorithm solutions and CPLEX solver 
solutions in small scale 

G
A

P(
V

D
O

-
G

A
M

S)
 VDO 

G
A

P 
(G

A
-

G
A

M
S)

 GA GAMS (CPLEX 
Solver) Test Problem 

Run 
Time(sec) 

ெ஺௑ܥ 	
Average 

(in 5 
runs) 

Run 
Time(sec) 

	ெ஺௑ܥ
Average (in 

5 runs) 

Run 
Time(sec) 

ெ஺௑ܥ  
Average 

(in 5 
runs) 

p u m n NO 

SMALL Problem Size 
0 90 50 0 52 50 198 50 2 2 3 3 S1 
0 90 67 0 53 67 201 67 2 3 4 4 S2 
0 97 81 0 61 81 216 81 2 4 4 5 S3 
0 110 97 0 79 97 240 97 2 3 5 6 S4 
0 112 113 0 87 113 263 113 2 4 5 6 S5 
0 151 169 0 124 169 301 169 3 3 5 7 S6 
0 169 202 0 137 202 345 202 3 4 5 8 S7 
0 209 294 0 191 294 410 294 3 4 6 9 S8 
0 379 486 0 265 486 893 486 3 6 7 9 S9 

 
Tab. 7. Comparison table of GA and VDO proposed algorithm solutions and CPLEX solver 

solutions in medium scale 

R
PD

(G
A

-
V

D
O

) 

G
A

P(
V

D
O

-G
A

M
S)

 VDO 

G
A

P(
G

A
-

G
A

M
S)

 GA GAMS (CPLEX Solver) Test Problem 

Run 
Time(sec) 

	ெ஺௑ܥ
Average 

(in 5 
runs) 

Run 
Time(sec) 

ெ஺௑ܥ 	
Average (in 

5 runs) 

Run 
Time(sec) 

 ெ஺௑ܥ
Average 

(in 5 runs) 
p u m n NO 

MEDIUM Problem Size 
2.3 3.3 441 745 5.6 416 762 986 721 4 7 9 11 M1 
6.4 18 525 1106 10.8 627 1039 1342 937 4 10 10 13 M2 
6.8 15.8 998 1444 8.4 833 1351 1566 1246 4 12 13 15 M3 
4.6 14.5 1054 2335 9.4 1001 2231 2164 2039 4 15 15 17 M4 
3.2 7.2 1431 2984 10.7 1674 3081 3306 2781 5 15 16 18 M5 
4.4 12 1710 3366 17 1832 3515 3600 3004 5 15 16 19 M6 
2.4 17.6 1982 4023 14.8 2149 3929 3600 3420 5 17 18 19 M7 
2.4 2.4 2509 4301 0 2743 4197 3600 4197 5 17 18 20 M8 
4.6 8 2781 4580 3.2 3006 4791 3600 4949 5 18 19 20 M9 

 
Tab. 8. Comparison table of GA and VDO proposed algorithm solutions and CPLEX solver 

solutions in large scale 

R
PD

(G
A

-V
D

O
) VDO GA GAMS (CPLEX Solver) Test Problem 

Run 
Time(sec) 

ெ஺௑ܥ 	
Average (in 5 

runs) 

Run 
Time(sec) 

	ெ஺௑ܥ
Average 

(in 5 runs) 

Run 
Time(sec) 

 ெ஺௑ܥ
Average 

(in 5 runs) 
p u m n NO 

LARGE Problem Size 
3.8 3811 7210 4219 6941  --- --- 6 20 20 30 L1 
2.3 4099 8393 4371 8199  --- --- 7 25 25 35 L2 
0 4317 9140 4794 9214  --- --- 8 30 30 40 L3 
9 4588 10499 5016 10541  --- --- 9 35 35 45 L4 
3 5212 13121 5642 12737  --- --- 10 40 40 50 L5 

2.1 5791 16124 6001 15789  --- --- 11 45 45 55 L6 
9 6099 20019 6435 18354  --- --- 12 50 50 60 L7 
2 6749 22142 7091 21743  --- --- 13 55 55 65 L8 
3 8039 27187 8869 26456  --- --- 14 60 60 70 L9 

 
According to the GAP values in the small 
instances, GA, VDO, and GAMS obtain the same 
solutions; consequently, both metaheuristics can 
obtain optimal solutions for small-sized 

instances. Given the mean RPD values, the 
performance of GA as compared to VDO is better 
in the case of larger problem sizes. In other 
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problems, by comparing the answers from the 
two algorithms, neither is superior to the other. 
To conclude which of the proposed algorithms 
has better performance, a statistical comparison is 
used.  In statistical comparison, decision-making 
can be made using the obtained P-value. Then, 
for a statistically significant comparison between 

GAMS, GA, and VDO, analysis of variance 
(ANOVA) was used using Minitab 19 software. 
The statistical comparison for the objective 
function value is presented in Table 9 for small 
and medium problems and in Table 10 for large 
problems.

 
Tab. 9. ANOVA of the objective function of the small and medium problems 

Source DF SS MS F P-Value 
Algorithms 2 94345 47173 0.02 0.983 

Error 51 138435390 2714419   
Total 53 138529736     

 
Tab. 10. ANOVA of the objective function of the large 

Source DF SS MS F P-Value 
Algorithms 1 828184 828184 0.02 0.895 

Error 16 743755666 46484729   
Total 17 744583851     

 
The computational results in Tables 9 and 10 
show that at 95% validity, there is no significant 
difference between the mean values of the 
objective function obtained by GAMS, GA, and 
VDO (P-values = 0.982>0.05, P-values = 

0.895>0.05). Statistical comparisons for 
processing time are presented in small and 
medium problems in Table 11 and large problems 
in Table 12. 

 
Tab. 11. Statistical comparisons for processing time in small and medium problems. 

Source DF SS Adj MS F P-Value 
Algorithms 2 5117539 2558770 2.03 0.142 

Error 51 64382104 1262394   
Total 53 69499643     

 
Tab. 12. Statistical comparisons for processing time large problems. 

Source DF SS MS F P-Value 
Algorithms 1 774183 774183 0.37 0.550 

Error 16 33225510 2076594   
Total 17 33999693     

 
The computational results in Tables 11 and 12 
show that at 95% validity, there is no significant 
difference between the mean values of the 
objective function obtained by GAMS, GA, and 

VDO ((P-values=0.142, P-values = 0.550>0.05). 
Interval plots for the processing time and the 
value of the objective function are also presented 
in Figure 13. 
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Fig. 13. Interval plots for the processing time and the objective function 
 

The proposed approach of GA and VDO can 
provide an almost optimal solution (with a small 
distance from the optimal state) for small and 
medium-scale problems. Also, for solving large-
scale problems, their solutions have a higher 
quality than CPLEX (it should be noted that 
CPLEX did not reach the optimal solution in 
3600 seconds), so GA and VDO are suitable 
alternatives to CPLEX in solving large-scale 
DRCFJSP problems. If the size of the problem 
increases, the use of CPLEX requires an increase 
in the solution time much more than the proposed 
GA and VDO. Also, changes in tasks and 
machines have a greater impact on solution time. 
 

6. Conclusion 
In modern production systems, orders are 
processed using a set of resources, and in this 
regard, it is very important to develop a suitable 
program that optimally allocates resources to 
orders and determines the sequence of operations. 
With such planning, the last task completion time 
can be improved and the system remains close to 
optimal. In this paper, the double resource 
constraint flexible job-shop scheduling problem 
(DRCFJSP) considering the limit of preventive 
maintenance (PM) is examined. First, a 
mathematical model of the problem based on 
assumptions, variables, and constraints was 
presented to minimize the maximum makespan. 
In this regard, a mixed integer linear 
programming model (MILP) is presented for the 
problem, and to evaluate and validate the 
mathematical model, several small and medium 
examples are randomly generated using CPLEX 
solver in GAMS software. Since the problem is 
NP-hard, the genetic algorithm and the vibration 
damping optimization have been used to solve 
the problem on large scales. 27 problems with 
small, medium, and large dimensions were 
designed and solved and then a comparison was 
made between the answers obtained from GAMS 
software and the proposed algorithms as well as a 

comparison was made between two meta-
heuristic algorithms. The computational results 
show that GAMS software can solve small 
problems in an acceptable time and achieve 
accurate answers, and meta-heuristic algorithms 
are also able to obtain appropriate answers in 
such a way that both algorithms spending a short 
time, find suitable answers in all aspects of the 
problem. Also, the efficiency of the two proposed 
algorithms are compared in terms of 
computational time and the value of the objective 
function. The computational results show that, for 
small problems at 95% validity, there is no 
significant difference between the mean values of 
the objective function obtained by GAMS, GA, 
and VDO. Also, for large problems at 95% 
validity, there is no significant difference 
between the mean values of the objective 
function obtained by GA and VDO. Interval plots 
for the processing time were also presented. 
Interval plots showed that in small dimensions, 
there is not much difference between the two 
metaheuristic algorithms in terms of 
computational time, but in large dimensions, the 
efficiency of the vibration damping algorithm is 
better. Comparing this research with other 
research, it can be seen that the problems are 
investigated from the point of view of the type of 
scheduling in the classical JSP and FJSP modes. 
This research is FJSP type. Also, from the point 
of view of resources, it can be seen that the 
problems are expressed in two modes, single 
resource or SRC and limited dual resources DRC. 
Also, this research is DRC type. In other words, it 
is the simultaneous consideration of limited 
human and machine resources with different job 
processing capabilities in an FJSP production 
system. From the perspective of dealing with the 
unexpected breakdown of machines and 
disruption in the workshop, this research 
considers preventive maintenance and repairs in 
machines. Another variation in this research is 
the application of a meta-heuristic solution 
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approach based on GA and VDO to solve the 
DRCFJSP problem in large dimensions. In the 
DRCFJSP problem of this research, unlike the 
majority of research in the field of FJSP 
modeling, which assumes that machines are 
always available and do not break down, we 
ignore these two almost unrealistic assumptions.  
In future research, problem-solving using other 
meta-heuristics methods and comparison with the 
two proposed algorithms can be mentioned. 
Another suggestion can be to use the methods 
used in solving the optimization problems of 
combinations for the mathematical model 
presented in this article. The problem can also be 
solved by considering set-up times dependent on 
sequence and transportation. Or the problem can 
be solved by taking into account human error and 
the different skills of the workforce.] 
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