[ Downloaded from ijiepr.iust.ac.ir on 2026-02-20 ]

International Journal of Industrial Engineering & Production Research March 2022 Vol. 33, No. 1: 1-12 fre.22
DOI: 10.22068/ijiepr.33.1.6

RESEARCH PAPER

Evaluation and Comparison of the Performance of Biometric
Recognition

Fatima Zohra Allam'’, Latifa Hamami-Mitiche’ & Hicham Bousbia-Salah®

Received 11 December 2021; Revised 18 December 2021; Accepted 28December 2021;
© Iran University of Science and Technology 2022

ABSTRACT

For several years, considerable efforts have been made in the field of biometric research. The major
interest of this line of research is linked, among other things, to the recognition of the individual
because the security needs are becoming increasingly important, and the economic stakes are colossal.
There are many and diverse biometric applications that provide a substantial level of security.
Unimodal biometric systems allow a person to be recognized using a single biometric modality, but
cannot guarantee correct identification with certainty. While multimodal biometric systems, using
several biometric modalities, guarantee better recognition. In this article, we are interested in the
study of evaluation tools for biometric systems. For this, we will first calculate three essential
parameters, namely: False Rejection Rate (FRR), False Acceptance Rate (FAR) and Equal Error Rate
(EER). Second, we will determine the performance curves, in this case, the ROC curve (Receiver
Operating Characteristic) and the DET curve (Detection Error Tradeoff). The calculation of these
metrics allows the evaluation of unimodal and bimodal biometric systems to compare the benefit of
merging the biometric modalities.

KEYWORDS: Unimodal and bimodal recognition systems, Authentication mode; FRR; FER; EER; ROC
Curve; DET curve.

capable of combating fraud and ensuring security
in various fields [5-8].

1. Introduction
The need for secure, automated access to physical

or virtual environments is growing. This need
requires reliable means to verify the identity of a
person who reports to the access system.
However, conventional means relying on
passwords or magnetic cards associated with a
personal code often have a number of drawbacks.
Indeed, a password can be forgotten or stolen by
another individual, or even given to someone else
and access cards can also be lost or stolen [1-4].

The ability to identify individuals seems to have
become an obsession with governments who have
adopted a new paradigm under which our
security is ensured through  widespread
surveillance of populations. It is therefore crucial
to develop automatic authentication systems
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To meet these needs, biometrics seems to be a
practical, reliable and efficient solution whose
cost in terms of effort and money is constantly
decreasing. Biometrics refers to all the processes
aimed at identifying an individual from the
measurement of one or more of their physical,
physiological or behavioral characteristics [1], [9]
and [10]. There can be several types of physical
characteristics, some more reliable than others,
but all must be tamper-proof and unique in order
to be representative of one and only one
individual.

Unimodal biometric systems allow a person to be
recognized using a single biometric modality, but
cannot guarantee correct identification with
certainty. In addition, these systems are sensitive
to the noise introduced by the single sensor, to
the non-universality and lack of individuality of
the chosen biometric modality, as well as to
intrusion attempts [11]. Most of these problems
can be reduced by setting up multimodal
biometric systems using multiple biometric
signatures from the same person [1] and [10].
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In this paper, we are interested in the
performance measurement of unimodal and
bimodal biometric systems. The concepts relating
to unimodal and multimodal biometrics are well
developed in the literature, particularly [1], [6],
[10] and [12].

We are going to build, first, a biometric
recognition system based on the iris, then another
based on the face. Then, we will merge the two
previous systems (modalities) to achieve a
bimodal biometric recognition system in order to
improve performance and eliminate certain
constraints related to the first two systems. We
will present a comparative study corresponding to
the three systems produced.

2. Performance Measurement of A
Biometric System

A biometric system makes it possible to verify
the identity of a person using one or more
specific methods (voice, iris, face, fingerprints,
etc.). It is an automatic biometric measurement
control system based on the recognition of
individual characteristics.
In biometrics, we define two types of
populations: Genuine, who have authorization to
access the protected area, and imposters, who
have no authorization but will still try to enter
[13-15].
Any biometric system has a similarity score in
the range [0,1]. Indeed, the closer the score is to
"1", the more the system is sure of the claimed
identity. The closer the score is to "0", the less
confident the system is in the claimed identity.
Decision making in each biometric recognition
system is calculated using a parameter called
"threshold t", such that biometric samples that
generate scores above the threshold t are
considered “Genuine”. On the other hand, the
samples which generate scores lower than the
threshold t are considered as “impostors”.
In this article, we are interested in the study of
assessment and development tools for a biometric
system operating in authentication mode
(verification) to confirm whether or not an
individual belongs to an access system.
predefined. For this, three essential parameters
are defined, namely: FRR, FER and EER.
In order to assess the performance of a biometric
system operating in authentication (verification)
mode, a large number of comparisons must be
made from an already existing "Tests" database.
We assume that the different samples of the same
individual are independent. Each biometric
sample from each individual in the database is
then compared to all the other samples in the
database. In the case where the compared

samples come from the same individual, the
comparison is called "genuine comparison”. In
the event that the two samples come from
different individuals, the comparison is called an
"impostor comparison" [16].

The score densities for the "genuine" and
"impostor" comparisons are generated from the
entire database. The precision of the biometric
system is then evaluated by the ability to separate
these two densities. The separation is done thanks
to the threshold t, from which the decision of
acceptance or rejection of identity will be taken.
We can then distinguish two cases:

- If the score is above the threshold, the
decision is considered positive and the
identity of the individual is accepted.

- If the score is below the threshold, the
decision is considered negative and the
identity of the individual is rejected.

It should be noted that in the case of an ideal
biometric system, the two score densities do not
overlap. On the other hand, in the case of a real
biometric system, these two densities overlap and
no threshold value makes it possible to separate
them completely. This overlap is mainly due to
errors in decision-making by the system, in
particular, false acceptances (in the case where an
"Impostor" comparison returns a high similarity
score) and false rejections (in the case where a
comparison "genuine" returns a very low score).
In the literature, especially in [1], there are
several metrics and several types of curves to
define the performance of a biometric system. In
what follows, we will define the most used.

2.1. False rejection rate (FRR)

This rate determines the likelihood that a system
will not recognize a person who normally should
have been recognized. It is a ratio of the number
of legitimate people denied access to the total
number of legitimate people being authenticated.

Number of Rejected "Client"

FRR = (1)

Total Number of "Client"Access

2.2. False acceptance rate (FAR)
This rate determines the likelihood that a system
will recognize a person who normally should not
have been recognized. It is a ratio of the number
of people who got accepted when they shouldn't
have been and the total number of unauthorized
people who tried to get accepted.

Number of Impostors Accepted

FAR = (2)

Total Number of Impostors Access
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2.3. Equal error rate (EER)

This rate is calculated from the first two criteria
and constitutes a point of current performance
measurement. This point corresponds to the place
where FRR = FAR, that is to say the best
compromise between false rejections and false
acceptances [1].

EER = FRR = FAR 3)

2.4. Half total error rate (HTER)

It is a metric which corresponds to the average
between the FAR and FRR for a fixed threshold t
[17]:

HTER = FAR(D)+FRR(7)

: 4)

Reductible

error

Impostor

Theoretically, the HTER is used to approximate
the EER in the case where the two error rates
FAR and FRR are of the same order of
magnitude. Generally speaking, the HTER is
used to quantify system performance in the event
that the distribution of scores from legitimate
users and imposters is not available. It is
estimated using the operational decision
threshold t of the system [15] and [16].

The following figure shows the performance
metrics. Figure 1 shows a distribution of the
likelihood rates that legitimate users and
impostors would obtain from a given verification
system.

Client

FAR

»
»

Decision likelihood
threshold

Fig. 1. Distributions of the likelihood rates of legitimate users and impostors of a Biometric
System [16]

Ideally, the system should have FAR and FRR
equal to zero. However, in practice, it is
impossible to have these two parameters zero. So,
we have to find a compromise between FAR and
FRR.

It should be noted that the lower the decision
threshold, the more the system will accept
legitimate users and therefore it will also accept
more impostors.

Conversely, the higher the decision threshold, the
more the system will reject impostors and
therefore it will reject more legitimate users.

It is therefore impossible to reduce both types of
errors simultaneously. This is one of the reasons
behind the introduction of multimodality. Indeed,
if several modalities are correctly combined, it
becomes possible to reduce both types of errors at
the same time [18].

3. Performance Curves
There are other criteria that can be used to assess
the performance of biometric systems. Now we

will define two types of performance curves:

3.1. ROC Curve (Receiver Operating
Characteristic)

This curve represents on the y-axis the proportion
of positive tests among the authentic users (the
sensitivity) as a function of the proportion of
positive tests among the impostors (complement
of specificity or l-specificity, on the x-axis) for
all the values of the test thresholds possible [19]
and [20]. To be able to determine the validity of a
test through this curve, it is necessary to calculate
the area under the ROC curve called AUC (Area
Under the Curve). Several methods have been
proposed in [20-23]_to estimate the AUC. Thus,
when the test is perfectly discriminating, the area
under the curve (AUC) is equal to 1 but this is
never possible. In fact, the larger the AUC, the
better the algorithm performs [24] and [25].

The following figures show performance metrics.
Figure 2 shows the Percentage of Times a False
Reject (FFR) and False Accept (FAR) curve as a
function of Sensitivity (Security Level).
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Fig. 2. ROC Curve [18]

This curve plots the false rejection rate as a
function of the false acceptance rate [18]. The
more this curve tends to follow the shape of the
benchmark, the more efficient the system, i.e.
having a high overall recognition rate.

3.2. DET curve (detection error tradeoff)
An alternative to the ROC curve is the Detection
Error Compromise (DET) graph, which plots the
rate of false negatives (missed detections) versus
the rate of false positives (false alarms) on the x
and y axes non-linearly transformed. This curve
illustrates the relationship between the FRR and
the FAR. It is obtained by varying the decision
threshold and by calculating each time the two
values FRR and FAR [24] and [26].

The transformation function is the quantile
function of the normal distribution, that is, the
inverse of the cumulative normal distribution.
This alternative spends more graphics area on the
region of interest. Most of the ROC area is of
little interest; the main concern is the region tight
against the y-axis and the upper left corner -
which, due to the use of the failure rate instead of
its complement, the success rate, is the lower left
corner of a DET route.

In addition, DET graphs have the useful property
of linearity and linear threshold behavior for
normal distributions. The DET trace is widely
used in the automatic recognition community of
individuals [26].

In what follows, we will discuss the processing
steps of each modality with the algorithms
corresponding to each module. We then illustrate
the simulation results of each system before and
after the merger of the two modalities. We then
assess the performance of each system produced.

4. Steps in the Realization of the Three
Biometric Recognition Systems
The database used is CASIA-Iris-Distance, a
subset of CASIA-IrisV4. It contains iris images,
in JPEG format and 8-bit grayscale, captured
using a long-range, high-resolution system,
collected under near infrared lighting [27] and
[28]. The different characteristics shown in the
iris images make it possible to study research
questions specific to iris recognition, such as the
robustness of iris recognition against changes in
lighting, the recognition of iris, iris of twins, ...

_— - -'

Fig. 3. Example images in the CASIA-Iris-Distance database.
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In the following, we will develop the steps for
processing and extracting iris and facial features.

5. Extraction of Local Characteristics

Local feature extraction involves extracting local
features from face and iris images, including
features of the Gabor Filter, features of Zernike
Moments, and features of the Local Binary
Pattern (LBP).
The steps for extracting facial features are the
same as those applied to the iris [29-34]. The
normalized iris image is of size [20x245], this
image will be divided into twelve blocks of size
[20x20]. We will apply to each block the three
algorithms, in this case LBP, Zernike Moment
and Gabor Filter.

5.1. LBP algorithm

We used a new method of extracting iris features
based on local binary type images (LBP) and on
the chunk coding method [35]. First, we apply the
LBP to the normalized iris image and we get the
LBP iris image, then we extract the iris
characteristic via the information-based chunk
coding method iris statistics.

To speed up the processing and keep a high
recognition rate, the LBP model is used in the
recognition algorithm, and is introduced as a
complementary measure for the contrast of the
local image. Compared to Gabor wavelets, LBP
features can be extracted faster in a single scan
through the raw image and are in a lower
dimensional space, while retaining the iris texture
information. To implement efficient and more
precise recognition, we have modified the
method of extracting LBP features [36]. We have
developed a chunk coding method based on
statistical information to obtain the characteristic
code of both irises and the face.

The original LBP operator is a powerful means of
texture description. The first incarnation of the
operator worked with the eight neighbors of a
pixel, using the value of the central pixel as a
threshold. The pixels of neighborhood g, — g~
are converted to O if their gray levels are lower
than those of the center g, or to 1 in the other
cases. Then, an LBP code for the center pixel g,
is produced by multiplying the converted
neighborhood pixel values by the weights 2™
given to the corresponding pixels (n is the index
of the eight neighbors, respectively), then we add
the result [35] and [36].

5.2. Zernike moment algorithm

In object / image recognition, a region (part of an
image) can be described using a scalar or a set of
scalars based on the geometric properties of the

object. Such scalars are called descriptors
because they describe objects recognized by an
artificial vision system [37].

In this section, we will calculate the Zernike
Moment (ZM), moments based on the region.
Using the ZM and geometric features, we
extracted twelve features [38].

The ZM are orthogonal moments based on
Zernike polynomials. Orthogonality here means
that there is no redundancy or overlap of
information between the moments. Thus, the
moments are uniquely quantified according to
their orders. The distinguishing feature of ZM is
the invariance of its magnitude with respect to
rotation [39] and [40].

We will calculate Zernike moments for the sub-
blocks of the iris and face images:

Let (m; n) be the ordered pair which represents
the order of the Zernike polynomial and the
multiplicity of its phase angle, the Zernike
moment, Z,,, for a sub-block of an image (of the
iris or of the face) {f(x;,y;)/1<i<
20 and 1 < j < 20} can be calculated using:

(a) Cartesian coordinate system

n+1

—JI £ (5, ¥) Vi (x, )00y (5)
Znm = = 2 TN Voo (6, 1) f (1,7)

Znm =

(b) Polar coordinate system

Zum =" I £ (0,0) Rum (p, )80 )
Where:
Vnm(pr 9) = an(p)eu9 (7)

With: p=./x2+y% and 6 = arctan G)

m defines the order of the Zernike polynomial
n represents the multiplicity of phase angles in
ZM. It is negative or positive.

5.3. Gabor filter algorithm

Entity encoding was implemented by convolving
the normalized iris model with 1D Log-Gabor
wavelets [41]. The 2D normalized model is
decomposed into a number of 1D signals, then
these 1D signals are convoluted with 1D Gabor
wavelets. The lines of the normalized 2D model
are taken as the 1D signal, each line corresponds
to a circular ring on the iris region [42] and [43].
The angular direction is taken rather than the
radial direction, which corresponds to the
columns of the normalized model, since the
maximum independence occurs in the angular
direction.

The intensity values at the known noise areas in
the normalized pattern are set to the average
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intensity of the surrounding pixels to prevent the
influence of noise in the filter output. The output
of the filtering is then quantized in phase to four
levels using the Daugman method [14] and [44],
each filter produces two data bits for each phasor.
The output of the phase quantization is chosen to
be a gray code, so that when moving from one
quadrant to another, only one-bit changes. This
will minimize the number of bits in disagreement,
considering that two intra-class models are
slightly offset and thus provide more accurate
recognition.

The encoding process produces a bit pattern
containing a number of information bits and a

noise mask corresponding to corrupted areas in
the iris pattern, and marks the bits in the pattern
as corrupt. Since the phase information will be
meaningless in the regions where the amplitude is
zero, these regions are also marked in the noise
mask [42].

The total number of bits in the model will be the
angular resolution multiplied by the radial
resolution, multiplied by 2, multiplied by the
number of filters used. The number of filters,
their central frequencies and the parameters of
the modulating Gaussian function will be chosen
in order to obtain the best recognition rate.

-
———

Py

VERRN o
[t )

Decomposition of
the image into 12
blocks [20%*20]

Decomposition of
the image into 12

blocks [20%*20]

Decomposition of
the image into 12
blocks [20*20]

- Log Gabor
- Zernike Moment
- LEP

- Log Gabor
- Zernike Moment
- LBP

- Log Gabor
- Zernike Moment
- LBP

system

Fig. 4. Different steps and methods necessary for the construction of the recognition

6. Modeling of the Local Fusion of the
Characteristics
We are designing a multimodal fusion framework
for face and iris images. Concretely, we first
extract three types of local visual characteristics,
in particular the function of the Gabor Filter, the
Zernike Moment function and the function of the
LBP [45] and [46]. Next, we build a block based
on a feature-image matrix to collect all the local
features of the image.
Finally, we extract compact blending functions
based on the 2D image matrix directly using 2D-
PCA method, which can extract more efficient
image features than traditional PCA.

(a) The  vector Fi=[FG;FH; FL;]"
designates the local characteristic vector of the
it" face image block.

(b) The vector Fth = [FtG; FtH; FtL;]"
designates the local characteristics of the it"
block of images of the iris.

Where: i € {1, ..., K}
K denotes the block number of the face
image and the iris image.
The extraction of the visual characteristics of the
local fusion of the multimodal biometric image is
shown below:

X = [F§,F3, ..., F§ Fth, Fth, ... Ftf]
(8)

This matrix is constructed by all the local
characteristics of the image blocks of K faces and
2K irises.

7. Matching and Decision Module
Hamming distance gives a measure of the
number of bits that are identical between two
binary data strings. Using the Hamming distance,
a decision can be made as to whether the two
strings were generated from different irises or
from the same model [47].

Since an individual iris region contains features
with high degrees of freedom, each iris region
will produce a binary data string which is
independent of that produced by another iris. On
the other hand, two iris codes produced by the
same iris will be strongly correlated.

The Hamming distance will be calculated using
only the bits generated from the true region of the
iris. The modified Hamming distance formula is
given by:
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_ Z?’:l Xj(xor)Y; (and)X,'U- (and)Y,{]-

HD N_ZI;X=1Xnk (07) Yk

&)
Where:

Xjand Y; are the two-bit patterns to compare
Xpnjand Yy; are the corresponding noise masks
for X;and Y;

N is the number of bits represented by each
pattern.

Although, theoretically, two iris models

generated from the same iris have zero Hamming
distance. In the practical case, this will not

ROC Curve

FAR

happen. Normalization is not perfect, and there
will also be some noise that will not be detected,
so variation will be present when comparing two
intra-class iris models.

8. Simulation and Discussion of the
Results of Multimodal Fusion
8.1. Iris recognition system
The simulation results of the iris recognition
algorithm were satisfactory. We obtained a
recognition rate equal to 83%.

Fig. 5. Iris recogniﬁon system ROC curve

8.2. Face recognition system
The simulation results of the facial recognition

ROC Curve

FAR

algorithm were satisfactory with a recognition
rate equal to 75%.

Fig. 6. Facial recognition system ROC curve

8.3. Merger of the two modalities

To achieve a powerful and robust bimodal
biometric system, with a low EER value, we
chose for the iris segmentation the method based
on the Hough transform and for the
normalization, we applied the Rubber Sheet
model.

These steps have been the subject of a study
developed in [48]. For the extraction of face
features and Iris, we chose three algorithms in
order to retain as much useful information as
possible to increase the recognition rate. Next, we
applied the merge at the feature level. The
resulting matrix was processed by the PCA

algorithm to compress the features and reduce the
size of the feature matrix.

In order to provide accurate recognition of
individuals, the most discriminating information
present in a model must be extracted. Only the
significant characteristics will be coded in order
to be able to perform comparisons between the
models.

The model generated in the feature encoding
process will also need a correspondence metric,
which performs a similarity measurement
between two iris models. As mentioned in section
7, this metric gives a range of values when
comparing models generated from the same

International Journal of Industrial Engineering & Production Research, March 2022, Vol. 33, No. 1


https://ijiepr.iust.ac.ir/article-1-1385-en.html

[ Downloaded from ijiepr.iust.ac.ir on 2026-02-20 ]

8 Evaluation and Comparison of the Performance of Biometric Recognition

individual, in this case we speak of an intra-class
comparison, and another range of values when
comparing models created from different
samples, in this case, they are comparisons
between classes. These two cases give distinct
and separate values, so that one can make a
decision with great confidence whether the two

1r T T T

0" -

0008 0008 00 0012

FAR vs FRR Graph

models are from the same person or not.

The simulation results on MATLAB of the
recognition system after fusion of the two
modalities, iris and face, gave the results
illustrated by the following figures.

We obtained a recognition rate equal to 88%.

T g —

i L 3
0016 0018 0.02 0022

Threshold t

Fig. 7. Illustration of FRR and FAR as a function of the threshold value

88 |

86
1072

e

" RaR

Fig. 8. ROC curve after merger of the two modalities: face and iris

9. Evaluation of the Multimodal Face
and Iris Authentication System
From the figure 7 and 8, we notice that the
verification method based on the bimodal fusion
of the iris and the face where we used new
feature  extraction  algorithms  (presented
previously), gave a result with an EER = 0.6%
for a threshold "t = 0.6376" and the evaluation by
the ROC curve shows that for a FAR = 12% we
have 100-FRR = 88%. This method offers both
speed, simplicity and also better performance.
Finally, at the end of this comparison between the
performance of unimodal and multimodal
systems, we will formulate managerial
recommendations in the light of the findings
which show that multimodal systems guarantee

better individual recognition. This observation is
in line with many works developed in the
literature.

10. Conclusion

Bimodal recognition systems are characterized by
their high recognition performance. However,
errors of the type false acceptances or must reject
are due to the consequences of errors coming
from the sub-processes which govern the
progress of the identification system.

In this work, we are interested in the
measurement of performance metrics of
unimodal and bimodal biometric systems. We
performed a comparative study of three biometric
systems. The first is an iris-based single-mode
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biometric recognition system. We obtained in
simulation a recognition rate of 83%. For the
second system which uses the face as a modality,
we obtained a recognition rate of 75%. Then, we
merged the two in order to achieve a robust
recognition system with better performance. We
confirmed the reliability of the bimodal
recognition system based on the two modalities.
By comparing the performance of each of the
previous systems, we noticed an increase in the
recognition rate to 88%.

These results are very encouraging and show the
efficiency of the descriptors used for feature
extraction, namely, LBP, Zernike Moment and
Gabor Filter.

The main constraints encountered are related to
the calculation time to develop certain
algorithms. In everyday life, the computing time
for such identification systems is a parameter that
is very important for practical and commercial
reasons. Hence the major interest of researchers
in developing these systems and automating them
to achieve reliable recognition systems operating
in real time.

As a perspective, it is possible to realize this
bimodal system on FPGA type electronic
components to overcome the constraints of space
and real-time processing,.
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