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ABSTRACT 
Non-cancerous prostate lesions such as calcification, prostate enlargement, and inflammation cause 
too many problems for men’s health. This research proposes a combination of image processing 
techniques and deep learning methods for classification and segmentation of the prostate in CT-scan 
images by considering the experienced physicians’ reports. Due to the various symptoms and nature of 
these lesions, a three-phases innovative approach has been implemented. In the first phase, using Mask 
R-CNN, in the second phase, considering the age of each patient and comparison with the standard 
size of the prostate gland, and finally, using the morphology features, the presence of three common 
non-cancerous lesions in the prostate gland has investigated. A hierarchical multitask approach is 
introduced and the final amount of classification, localization, and segmentation loss is 1%, 1%, and 
7%, respectively. Eventually, the overall loss ratio of the model is about 9%. In this study, a medical 
assistant approach is introduced to increase diagnosis process accuracy and reduce error using a real 
dataset of abdominal and pelvics’ CT scans and the physicians’ reports for each image. A multi-tasks 
convolutional neural network; also presented to perform localization, classification, and segmentation 
of the prostate gland in CT scans at the same time. 
 
KEYWORDS: Computer-aided diagnosis; Deep learning; Mask R-CNN; Prostate lesion; Image 
processing. 
 

1. Introduction1 
In developed countries, in men, prostate cancer 
(after skin cancer) is the second most common 
cancer and the second deadliest cancer (after lung 
cancer), and one in six men develops this cancer 
[1]. The structure of this gland is in such a way 
that it has an anterior and peripheral zone, as well 
as central and mid zone, so that the anterior shell 
and the central zone are structurally different, 
which is why diseases of the external and internal 
zones of the prostate are different [2]. The three 
most common forms of prostate disease are 
prostatitis, BPH , and prostate calcification. A 
man may experience one or more of these 
conditions, and in some cases, their damages will 
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cause serious health threats when they occur. 
These lesions cause enlargement of the prostate 
gland, constricting the urethra and causing 
various urinary symptoms [3]. Studies show that 
between 30 and 50 percent of men over 50 have 
prostate lesions; the diseases' cause is still 
unknown. However, clinical studies have 
attributed it to age, genetics, race, hormonal 
factors, chemicals, and nutrition [4]. Gordon et 
al. used a group Markov model, estimated the 
health system costs for prostate cancer treatment 
from 2016 to 2025. In this study, total prostate 
disease costs in Australia in 2016 were estimated 
at 9.27 million US dollars, increasing to 3.843 
million US dollars in 2025; i.e., average patient 
costs in 2025, with a 42 percent increase, 
expected to meet 34,941 US dollar [5].  
Therefore, to control unwanted costs over the 
next decade, it is vital to develop systematic 
strategies for timely diagnosis of suspected 
patients before the diseases find a way to spread. 
Even though prostate stones are common, yet in 
many cases, they remain unknown until 
adulthood. Since many stones are small and 
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asymptomatic, they are challenging to diagnose 
and often have nonspecific symptoms. Tang et al. 
performed a study on subjects who underwent a 
comprehensive medical checkup at the West 
Hospital of China between 2014 and 2015. 
During this period, 70,546 male subjects 
underwent a transabdominal ultrasonography 
examination for screening. They used Logistic 
regression analysis to analyze the association 
between risk factors and prostatic calcification. 
Finally, after the all-patient analysis group, age 
and anterior-posterior diameter were more potent 
risk factors of prostatic calcification than the 
other factors [6]. 
After explaining the research goals, a background 
on medical information on the prostate disease 
and examining the research basics have been 
discussed in the section 2. Thus, the basic 
concepts of image processing, neural networks, 
and deep learning to image classification and 
segmentation and modeling have been 
investigated thoroughly in this section. Section 3 

describes the proposed method for diagnosing the 
prostate gland, semantic segmentation, and 
classification of abdominal and pelvic images and 
detecting lesions in CT scan images; furthermore, 
the mean of implementing this method has been 
described. The outcome of the implementation of 
the model and its analysis have been presented in 
the section 5. 
 

2. Related Works 
Today, deep learning and image-processing 
techniques are widely used for diagnosis and 
treatment aims. Since time is an essential factor 
in treatment procedures, timely and accurate 
diagnosis of lesions through medical images is 
highly important. Prostate segmentation is one of 
the most challenging medical radiology topics 
due to low soft-tissue contrast in CT images [7]. 
Therefore, prostate segmentation on CT images 
has been classified into three different strategies: 
Contour and shape-based, Region-based, and 
supervised and unsupervised classification [8]. 

  

 
Fig. 1. The strategies for prostate segmentation 

 
Contour and shape-based methods exploit 
prostate boundary and edge information for 
segmentation. In this category, Active shape 
models are used more than the other methods in 
prostate CT images. Tang et al. use ASM to 
segment the prostate, bladder, and rectum 
simultaneously [9]. Contrary to them, Feng et al. 
proposed an ASM based on a weighted 
combination of gradient and probability 
distribution function features to segment only the 
prostate [10].  
In region-based methods, local intensity and 
statistical tools like mean and standard deviation 
is used in an energy minimization framework to 
achieve segmentation. This category is divided 
into several techniques such as level sets, graph 
partition, and atlas-based. However, the most 
popular technique is the atlas-based one. Acosta 
et al. evaluated the different strategies to 
simultaneously segment prostate, bladder, and 
rectum from CT images by selecting the most 
similar atlases from a prebuilt 24-atlas subset 
[11]. In another paper, Acosta et al. used non-
rigid demons registration to build a multi-atlas-
based segmentation of the prostatic urethra to 
extend the number of atlases for reducing the 

errors. They used leave-one-out cross-validation 
for scoring their method [12].  
The classifiers-based segmentation methods 
consider the prostate as a learning problem. Since 
2014, much research has focused on image 
semantic segmentation, and the results promise 
significant advances. The main reason for their 
success is due to the use of different 
Convolutional Neural Networks that can counter 
pixel-level estimates using pre-trained networks 
on large-scale datasets. Semantic segmentation 
differs from image-level classification and 
objects recognition; it also requires output masks 
with the two-dimensional spatial distribution. 
Traditional semantic image processing methods 
were based on spectral clustering theory. The 
image, depending on the relationship of weights 
between different pixels and the threshold value 
given to the model, is divided into two parts. The 
first semantic image segmentation algorithm was 
introduced in 2000 by Shi et al., named N-Cut. 
This algorithm showed the least difference 
between segments and the maximum difference 
between pixels in each segment. In addition to 
the low accuracy, this image segmentation 
method requires user intervention; therefore, it is 

Prostate Segmentation on CT 
Images 

Contour and shape 
based Region based supervised and unsupervised 

classification
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not suitable for rapid segmentation [13]. Before 
introducing deep neural networks, feature 
classification was the most commonly used 
method of image processing. Exactly similar to 
the concept of feature in machine learning and 
pattern recognition, in computer vision and image 
processing, the feature refers to the information 
used to solve the original model. Liu et al. 
introduced the essential feature extraction 
methods used in the semantic segmentation of 
images. For instance, methods such as pixel 
colour, the histogram of oriented gradients, scale-
invariant feature transform, local binary pattern, 
Harris Corners, subpixel corners, Features from 
Accelerated Segment Test, Susan test, Fast-ER, 
multiple AGAST, detector, and the Textons test, 
can be named [14]. 
Most of the semantic image processing traditional 
methods were based on Low-order visual 
information, could not deliver accurate results. 
With the advent of machinery vision since 2007, 
various fields of science, including image 
segmentation, have experienced a significant 
leap. Long et al. presented a Fully Convolutional 
Networks (FCN) to provide the algorithm's 
desired input size. In traditional methods, image 
segmentation used to be done in three time-
consuming stages [15]. Noh et al. presented a 
non-convolutional neural network consisting of 
deconvolution and decapitalization layers. In a 
manner that non-convolutional layers classify 
each pixel and segment the image pooling layers 
as well. The algorithm then continues the 
learning process with different input images' 
resolutions to provide the image's best semantic 
segmentation [16]. Zhao et al. introduced a 
network called PSP2 , attempting to optimize the 
entire network in the middle layers of the 
network through computing an auxiliary error 
based on the general image information and 
architecture of the ResNet 3  [17]. Guo et al. 
presented a deep feature-learning model using 
sparse patch matching to segment the prostate in 
MRI images. They used a stacked sparse auto-
encoder to extract the latent features instead of 
handcrafted ones due to obtaining more accuracy 
[18]. Yan et al. suggested using an 
autoregressive neural network as a classifier to 
detect prostate cancer areas in MRI images. They 
introduced the Energy Minimization Procedure 
method to identify the feature map by 
considering the relationship between adjacent 
pixels [19]. They also proposed another model 
for prostate segmentation based on features 
                                                   
2 Pyramid Scene Parsing 
3 Residual Network 

extracted using convolutional neural networks; in 
his method, the Alexnet architecture was used to 
extract features from candidate sets of prostate 
images [20]. Milletari et al. trained an end-to-end 
convolutional neural network on prostate MRI 
images. He also introduced a new objective 
function based on the Dice coefficient to 
optimize the training phase parameters to solve 
the contrast between the Region of Interest (ROI) 
and the background in 3D images [21]. Cheng et 
al. used Holistically-Nested Networks (HNNs) 
inspired by an end-to-end convolutional network 
to segment the prostate [22]. 
Algorithms-based convolutional neural networks 
have led to significant advances in solving 
problems in the field of computer vision, 
including object and location detection, semantic 
segmentation, and instance segmentation. 
Therefore, applying convolutional neural 
network-based approaches to solve medical 
image analysis problems has become widespread 
[23]. As a result, using convolutional neural 
networks has led to promising results in various 
medical fields such: auto-diagnosis of diabetic 
retinopathy, auto-diagnosis of melanoma, 
accurate measurement of internal cardiovascular 
haemorrhage, three-dimensional segmentation of 
liver and lung, mammography images' 
segmentation, and Knee cartilage Three-
dimensionalization has been documented [24]. 
Recently, there can be seen significant 
improvements in convolutional neural networks 
based architectures; Feature Pyramid Networks, 
Autoregressive, Refine Net, Dilated Nets, and 
Retina-nets are some examples to be named [25]. 
Besides, single-shot models such as YOLO and 
SSD have made object recognition in images 100 
to 1000 times faster than regional-based 
algorithms [26]. In 2015, U-Net architecture was 
used by ISBI4 to segment images of the brain and 
spinal cord; it was also used to split neural 
structures. Since then, U-net architecture has 
been used for a wide range of medical image 
analysis topics, including volumetric 
segmentation of 3D structures and tomographic 
photo reconstruction [27]. Region-based 
overlapping convolutional neural networks were 
developed that improve fast region-based CNN 
for semantic segmentation, object recognition, 
and sample image segmentation. Region-based 
overlapping convolutional neural networks are 
often used to identify large-scale objects, 
semantic, and sample segmentation and improve 
texts [28]. Yu et al. proposed a volumetric 
convolutional neural network with mixed, 
                                                   
4 International Society for Biomedical Imaging 
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stacked connections to segment 3D prostate 
images. In the presented model, a fully 
convolutional model with residual blocks was 
introduced to enable volume-to-volume 
prediction. Also, an auxiliary variable was added 
to increase the matching speed [29]. Kazemifar 
et al. used the U-Net structure for building a deep 
CNN model. They improve automatic delineation 
of the boundaries between target and surrounding 
normal soft tissues on prostate CT scan images 
[30]. Anjanli et al. presented a fully automated 
2D-3D U-Net architecture for male pelvic CT 
image segmentation. The architecture consists of 
a 2D organ volume localization network followed 
by a 3D segmentation network for volumetric 
segmentation of prostate, bladder, rectum, and 
femoral heads [31].  Polymeri et al. proposed an 
algorithm based on CNN to measure prostate 
volume in cancer patients [32]. Ma et al. 
suggested using an image patch-based deep 
convolutional network on the model to segment 
the prostate from regions of interest in CT scans. 
Finally, with a multi-atlas label, they manage to 
do image segmentation [33].  
Considering the physicians' reports about the 
images can significantly improve image 
classification accuracy [34]. Kisilev et al. 
introduced a new multi-task CNN method for 
detection and semantic description of lesions in 
mammography images [35]. Ghavami et al. 
compared six CNNs to segment prostate glands 

in MRIs. In this research, a set of 232 MRIs with 
labels that experienced physicians provided was 
used [36]. 
The current research's main intention is to 
provide a systematic method leading to accurate 
detection of prostate and the mentioned lesions 
through CT-scan processing. Therefore, it has 
been attempted to present a solution providing 
automatic and systematic detection of prostate 
lesions in CT images through using the science of 
image processing and deep neural networks by 
considering the age and morphological features.  
 

3. Materials and Methods 
3.1. Data set 
A series of abdominal and pelvic CT scans of 130 
patients recorded in three different time intervals 
at Milad Hospital (located in Tehran, Iran) has 
been collected in the first step. CT scans were 
recorded with four cuts' types of 1.5, 3, 5, and 7 
mm in both injection and non-injection modes. 
Due to the full bladder, CT scans with drug 
injection could be more accurate in showing 
different body parts. In this study, images with a 
5 mm slice were used as the final data, taking 
approximately 100 images of each patient at each 
abdominal and pelvis imaging time. 595 images 
of the prostate gland were extracted from a 
dataset obtained from Milad Hospital in Tehran. 

 

Healthy prostate Calcification  

 
BPH Prostatitis 

Fig. 2. Healthy prostate and non-cancerous prostate lesions 
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3.2. Data preparation 
3.2.1. Image separation 
Only ~15% of the CT slices acquired for a pelvic 
CT scan for a patient contains Prostate. One of 
the main Difficulties in this study was to separate 
prostate CT scans from other images in each 
image set. The prostate gland remains relatively 
small throughout childhood; then, it begins to 
grow at the time of adolescence due to 
testosterone secretion. The prostate gland reaches 
approximately a regular size at about age 20 and 
remains the same (about 30 cc) until 40-50. The 
prostate's average weight in a healthy adult is 
about 20 to 25 grams, and its measures are about 
3*2*4 cm [2]. As a result, the prostate can finally 
be seen in four CT scans images with a 5 mm cut. 
At this stage, referring to the physician's report, 

the state of prostate health and the types of the 
lesions were determined. 
3.2.2. Noise data 

In this research, noise data has been divided 
into two categories ( 
Fig. 3): 
 Images of patients with a catheter, 
 The images became blurred due to the 

patient's motion during the shooting. 
The first category of noise data was isolated, and 
15 images were excluded from the dataset. 
Because of the similarity of catheter cross-
sectional view to calcification disease, they cause 
errors in the model learning process. For the 
second category, the image resolution was 
improved via image enhancement techniques; 
therefore, the images became usable.  

 

 
Fig. 3. Noise data 

 
3.2.3. Annotation 
The annotation at the image level, the tags are 
generally attributed to the whole image; 
therefore, it does not specify which part of the 
image each tag belongs to[37]. However, the 
annotation at the region level and annotating 
images, each tag's relationship to that image's 
region is also specified. Thus, in each tag's 
training step, annotation at the regional level 
focuses only on the relevant region; therefore, it 
makes the learning process faster by ignoring the 
unrelated parts[38]. The selected region of each 
image, that is, the prostate gland, was determined 

and colored. In this research, images were first 
classified into two groups. 
Edge detection is an essential method for image 
processing, pattern recognition, and computer 
vision. The outcome of using these methods in an 
image, ideally, should result in a set of curves 
showing the boundaries of the objects and the 
curves that are inconsistent with the surface 
orientation. Besides, applying its algorithms to an 
image can decrease the processing time and 
increase accuracy [39]. So in this research, 
portions of the image that were not part of the 
selected region, considering contour lines in the 
image and coding in Python software, were 
removed from all images. 

 

 
Fig. 4. Annotating and eliminating the background of the images 
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3.2.4. Data augmentation 
Here, in the process done, it has been attempted 
to artificially increase the network generalization 
power over increasing the variety and the volume 
of data. The portion of images with calcification 
was about one-ninth of the whole dataset and 
declining the learning accuracy. It also caused 
model overfitting; therefore, data augmentation 
techniques were used to increase patients' 
datasets with calcification. Therefore, images 
being rotated and zoomed in, new images were 
created, and the image ratio changed to one-third. 
Finally, the total number of images increased to 
700. 
 
 

3.2. Three-Phases diagnosing process 
We should present a method for automatically 
detecting the prostate gland in CT images due to 
prostate gland tissue similarity to other abdomen 
and pelvis organs. More than that, the nature and 
symptoms of these three lesions were different. 
For example, the diagnosis of BPH is related to 
the age and size of the prostate gland, while 
prostatitis is diagnosed by considering its shape. 
Additionally, two lesions might have been seen in 
the same image simultaneously. These limitations 
lead us to present a novel three-Phases 
diagnosing process and detect each lesion in one 
phase.  
Fig. 5 illustrates the three-Phases diagnosing 
process, which is presented in this research:

 
Fig. 5. Three-step diagnosing process 

 
Finally, Fig. 6 shows eight different classes that may be predicted for images. 

 
Fig. 6. Decision tree for prediction of the state of each Image 
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3.3.1. The first phase 
This multi-tasks deep network aims to find the 
best parameters to convert input images into 
output information. As a result, it is necessary to 
enter all the expected data for this network's 
output. The network uses its backpropagation 
pattern and learns the optimal combination of 
parameters and weights to convert input images 
to output knowledge. The transfer learning 
method is used to extract features from 

abdominal and pelvic CT scans. As stated before, 
the purpose of the Mask-RCNN learning network 
is to obtain three types of information for each of 
the target items in the image: the object's overlay 
area, the bounding box over the object, and the 
corresponding label. Fig. 7 illustrates the Mask 
R-CNN framework, which is used in this research 
by changing the classifier layer to improve the 
network's performance.  

 

 
Fig. 7. The mask R-CNN framework 

 
Fig. 7 shows the schematic diagram of the 
segmentation method, which consists of feature 
extraction, detection, and segmentation modules. 
The first step in a deep learning network is to 
provide its input. In this research, input data 
consisted of CT scans and all expected output 
data for each image. Then, the RPN generates the 
candidate region box in the feature map, and the 
ROIAlign’s outputs are fixed-size feature images. 
Following that, the detection module is used for 
target box classification. A CNN in the 
segmentation module completes the process, and 
the segmented CT scan is used as output. 
 
 Image Sharpening 

The first step in a deep learning network is to 
provide its input. In this research, input data 
consisted of CT scans and all expected output 
data for each image. First, the colored region 
perimeter is extracted from the image using the 
contour lines concept for reaching the ideal 
output. Contour is a list of points representing a 
curve in the image; this curve can point around 
an object. According to the obtained images, the 
contours in this image can be obtained by 
calculating the image gradient and identifying 
points in the image where the gradient has 
changed; therefore, the points with the change in 
their gradient direction represent the edges, and 
the input boundary shows the colored region. 
Thus, the image's vertical and horizontal 
gradients should be calculated; then, boundary 
regions should be calculated while combining 

these two gradients. If A is the input image, then 
the size and angle of the image gradient can be 
calculated as equations (1)-(4): 
 

     , , 1 , 1vB j k A j k A j k     (1) 

     , 1, 1,hB j k A j k A j k     (2) 

     2 2, , ,h vB j k B j k B j k 
 

(3) 

 
 

,
arctan

,
v

h

B j k
B j k


 

   
   

(4) 

 
The well-known Soble filter for image processing 
can also obtain gradients in horizontal and 
vertical directions. The following image shows 
the gradient size and angles in a full prostate 
image and how the edges and points of resonance 
are represented. After obtaining the prostate 
boundary points in the image, the bounding box 
should also be calculated. If the set P shows all 
boundaries of the prostate, the bounding box is 
calculated as Equations (5) and (6): 
 

(5)         min min, min | , min |X Y x x p y y p    
(6)         max max, max | , max |X Y x x p y y p    

 
The category where the target object is located is 
the latest information needed from each image. 
Since drawing a comparison with RGB color 
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codes for non-patient images, RGB color codes 
for patient's images can be distinguished; the 
relevant category can also be easily identified due 

to the differentiation of colors at the image 
marking stage. At last, the results of the above 
calculations for the prostate are shown in Fig. 8.

 

 
Fig. 8. Steps to calculate the image gradient 

 
The information extracted at this stage was stored in a JSON file, and along with the images, they were 
entered into the model (Fig. 9). 

 
Fig. 9. JSON file format 

 

 RPN network 
As this framework's approach is semantic 
segmentation, the prediction of image foreground 
and background is essential. RPN predicts them 
by bounding boxes with different multiples and 
proportions of length and width. As mentioned 
before, the prostate is located almost in the center 
of each image; by removing the portions of the 
image that were not part of the selected region, 
the bounding box in the predicted feature image 
is delimited to decrease the generation time of 
candidate regions.  
 

 ROIAlign layer 
The ROIAlign layer recognizes the generated 
candidate ROI by using the pooling operation. 

The structure is consists of the pooling 
operations, which transfer the feature maps with 
different sizes through the ROIAlign layer and 
maps them into fixed-size feature maps. 
 

 Loss function 
The multi-task loss function of Mask R-CNN 
combines the loss of classification, localization, 
and segmentation mask as equation (7): 
 

(7) 
total class box maskL L L L    

 
Before describing each of them, the parameters 
needed to define the triple loss functions was 
introduced in Tab. : 

 
Tab. 1. Parameters used in error calculation 

Description Parameters 
anticipated probability of an object being placed in the anchor i  Pi 
real label (binary) indicating whether anchor i is an object or not  Pi*  
coordinates of the four points predicted for the object's boundary 

box 
ti  

actual coordinates of the boundary box ti*  
normalization-class parameter Ncls  

normalization parameter of anchors  Nbox  
the predicted value for pixel (i, j) in the mask learned from the k 

label in the network 
ොݕ  

pixel label (i, j) in a real mask with m×m measurements yij  
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Masks produced in this network have m×m 
measurements for each part of the selected region 
and each category. Therefore, the network's 
overall output size in the mask area is equal to 
K×m2. Since the model attempts to learn the 

correct mask for each class, there is no 
competition between classes to produce the mask. 
௦ܮ  is the mean cross-entropy loss function 
that is calculated for each k class as equation (8): 

 

(8)    2
1 ,

1 ˆ ˆlog 1 log 1 logk k
mask ij ij ij ij

i j m

L y y y y
m  

      
 

 
The loss function for the classification is also calculated as equation (9): 

 

(9)    * *1 log 1 log 1class i i i i
icls

L p p p p
N

      
 

 
At last, the localization loss function, also, has 
been calculated based on the difference between 
the coordinates ti   and ti

*, plus taking the ܮଵ௦௧ 
function into account, which is resistant to noises 
and points located away as equation (10),(11) 
 

(10) 
 

2

1

0.5 , 1

0.5,
smooth x if x

L x
x otherwise

  
  

(11)  * *
1

1 . smoth
box i i i

ibox

L p L t t
N

  
 

 
Therefore, the ultimate goal of the deep learning 
network introduced in this research is to 
minimize L୲୭୲ୟ୪  to obtain the best and most 

accurate masks and boundary boxes around the 
objects and identify each object's correct class. 
 
 Determining the optimal number of 

learning and evaluation data 
In a dataset classification, the aim is to reach the 
highest possible accuracy in classification and 
identifying different classes. Therefore, to select 
the best ratio, the confusion matrix was formed in 
three different data ratios in learning and 
evaluating (Tab. -4). As can be seen, the accuracy 
index in the ratio of 80% and 85% are 
approximately equal; but since it is costly in 
medical matters if a patient is placed in the 
healthy group, according to the value of the 
Recall index, eventually the learning and 
classifying data were divided into 85% to 15%.

 
Tab. 2. Confusion matrix in 85%-15% ratio 

The Proportion of Training Data 
to Evaluation Data: 

85%-15% 

Real state  
Accuracy Indexes  

Nor
mal 

Calcifica
tion 

Prediction 

Normal 69 1 99.0%
100

%
%
98.5Pre

a
e

cisio

c
r call

n 




 
Calcification 0 35 

 
Tab. 3. Confusion matrix in 80%-20% ratio 

The Proportion of Training Data 
to Evaluation Data: 
80%-20% 

Real state 
Accuracy Indexes 

Normal Calcification 

Prediction 

Normal 45 1 99.2%
98.

%
%

98.9
9

Pre

a
e

cisio

c
r call

n 




 
Calcification 2 22 
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Tab. 4. Confusion matrix in 90%-10% ratio 

The Proportion of Training Data 
to Evaluation Data: 

90%-10% 

Real state  
Accuracy Indexes  

Normal Calcification 

Prediction 
Normal 93 0 95.0%

95.7
%

%
97.8
4

Pre

a
c

cisio

c
re

n
all






 

Calcification 1 45 

 
3.3.2. The second phase 
After CT scans segmentation, considering 
patients' age, each patient's prostate gland's size 
would be calculated. Using a classifier network, 

CT scans would be classified into two groups; 
with and without prostate enlargement. 
Tab.  shows the mean width, height, length of the 
prostate in each age group. 

 
Tab. 5. The measures of the prostate in different age groups [2] 

Age 
Group 1 
(40–49 
years) 

Group 2 
(50–59 
years) 

Increase 
from 

Group 1 
to Group 

2 (%) 

Group 3 
(60–70 
years) 

Increase 
from 

Group 2 
to Group 

3 (%) 

P 

Width (mm) 44.45±4.67 45.53±4.70 2.4 46.69±5.10 2.5 0.0134 
Height (mm) 31.66±4.38 32.34±4.60 2.1 33.50±5.91 3.6 0.0471 
Length (mm) 37.55±4.27 38.89±4.64 3.5 41.13±6.18 5.7 0.0002 
TPV (mm) 28.17±8.75 30.83±9.64 9.4 35.03±17.41 13.6 0.0023 
TZW (mm) 30.25±4.84 31.92±5.15 5.5 34.21±7.08 7.2 0.0001 
TZH (mm) 21.64±3.73 23.24±4.58 7.4 25.02±6.07 7.7 0.0001 
TZL (mm) 25.24±4.03 27.20±4.46 7.8 29.43±6.24 8.2 <0.0001 
TZV (mm) 8.95±3.88 11.15±5.95 24.6 14.92±13.49 33.8 0.0001 

TPV: total prostate volume, TZH: transition zone height, TZL: transition zone length,  
TZV: transition zone volume, TZW: transition zone width 

 
In this study, a two-step algorithm was used to 
calculate both the prostate gland's area and 
dimensions. In the first step, finding the images' 
contour lines, the masked boundary regions' 
coordinates in the first step were determined. In 
the second step, the shoelace algorithm was used 
to calculate the area and calculate the dimensions. 
 

3.3.3. The third phase 
In this phase, the sum of the pixel differences 
between the original image and the convex hull 
would be calculated by mapping the original 

image onto its convex hull. In the last step, using 
the following multipath function, images would 
be classified. In other words, since the inflamed 
prostate has a stellar shape and loses its spherical 
shape, the difference between the original image 
and its convex hull will be significant. Therefore, 
by counting this difference in the number of 
pixels, the images can be classified into two 
classes: one with inflammation and the other with 
no inflammation sign. All the details is 
mentioned in Tab. . 

 

Tab. 6. Third phase classification function 
Function Name Function formula Description 

Counter function i i iPS Ch Or                        
(12) 

iCh : The sum of the pixels of the original 
image 

iOr : The sum of the pixels inside the convex 
cover space 

Classification 
function 

0,   1200 50
1,    1200 50 i

Ps
C

Ps
 

     
(13) 

No Prostatitis :0iC  
Prostatitis :1iC  
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4. Results 
Fig. 10 shows the error functions. The 
TensorBoard interface is used to illustrate the 
graphs. During the learning process, alteration in 
classification, localization, and segmentation loss 
functions was descending. The final amount of 
classification and localization loss was less than 
1%, while the segmentation loss was about 7%. 
One of the most influential factors in 

segmentation loss function is the high similarity 
of the prostate gland to the surrounding tissue. 
Eventually, the overall loss ratio of the model 
was about 9%. Each epoch of the training process 
had 1000 iteration, and the least loss function was 
obtained in the 90th epoch. The horizontal axis in 
all of the diagrams in Fig. 10 is the number of 
epochs multiplied by 100. 

 

 
Fig. 10. Loss function trends 

 
The final Prediction of the six sample 

images is summarized in 
 

Tab. 7, which , {1,2,3}iC i  stands for the 

predicted class in each phase, and cP shows the 
classification accuracy in the first phase. The 
variables Width and Height, respectively, 

measured the prostate gland's height and width in 
the second phase. The variable sP illustrates the 
difference in the number of convex hull pixels 
with the selected region. 

 
Tab. 7. Final results for six sample images 

Prediction & 
Class  

physician'
s opinion  

Predicted 
classes 

in each phase 

Image 
segmentation 

network output  
Input picture  

Without lesion 
(G1)  

Without 
lesion  

1

2

3

0
0.955

0
37.94
33.35

0
102

C

C
P

C
Width mm
Height mm

C
Ps
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BPH 
(G3)  BPH  

1

2

3

0
0.942

1
61.5

66.7

0
179

C

C
P

C
W idth mm
Height mm

C
Ps


 


 
 


 

 

Calcification 
(G5)  

Calcificati
on  

1

2

3

1
0.971

1
54.5

40.7

0
88

C

C
P

C
Width mm
Height mm

C
Ps


 


 
 




 

Prostatitis 
& 

BPH 
(G4)  

Prostatitis 
& 

BPH  

1

2

3

0
0.893

1
85.71

56.26

0
2644

C

C
P

C
W idth mm
Height mm

C
Ps


 


 
 




 

Calcification 
(G5)  

Calcificati
on  

1

2

3

1
0.936

0
43.18
37.94

0
91

C

C
P

C
Width mm
Height mm

C
Ps


 


 
 




 

BPH 
(G3)  BPH  

1

2

3

0
0.906

1
73.28
68.70

0
567

C

C
P

C
Width mm
Height mm

C
Ps


 


 
 


  

 
Tab. 8 illustrates the absolute and relative 
frequency of each class. It is worth mentioning 
that the proportion of patient images was 27% of  
 

 
the whole dataset. More than that, almost 82% of 
images that were labeled as the patient, had only 
one lesion, and 18% of them consisted of two 
lesions.  

 

Tab. 8. The frequency of each class 
Class Calcification BPH Prostatitis Final 

Label 
Absolute 

Frequency 
Relative 

Frequency 

1G  No No No healthy ٤٣٥ 0.73 

2G  No No Yes Patient ١٧ 0.03 

3G  No Yes No Patient ٥٦ 0.09 

4G  No Yes Yes Patient ٢٤ 0.04 

5G  Yes No No Patient ٥٣ 0.09 

6G  Yes No Yes Patient ٠ 0.00 

7G  Yes Yes No Patient ٤ 0.01 

8G  Yes Yes Yes Patient ٠ 0.00 
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5. Discussion 
Diagnostic imaging has become an indispensable 
procedure in medical science. Prostate 
segmentation is still a challenging issue, and with 
the progression of technology for the diagnosis 
and treatment of prostate lesions, new 
prerequisites must be considered. Automatic 
segmentation of the prostate gland has many 
applications in prostate disease therapy. Prostate 
cancer has been one of the most commonly 
investigated in recent years; however, the 
prostate's non-cancerous lesions also caused 
many problems for patients and can be a sign of 
prostate cancer.  
Although MR images of the prostate have better 
soft-tissue contrast than CT images, an endorectal 
coil should be done to enhance contrast, which is 
painful and may have after-effects. A prostate 
MRI generally takes approximately 30–45 
minutes, while the abdominal and pelvic CT scan 
takes about 10 to 15 minutes.  
With regards to using a deep learning framework 
for prostate segmentation, Zhiyong Liu et al. 
recently has used mask-rcnn for prostate 
segmentation and cancer detection in ultrasound 
images [40]. Wang et al. segmented MRI prostate 
images for detecting dominant intraprostatic 
lesions [41]. They also used Dual Mask R-CNN 
in another research for prostate and tumor 
segmentation on CT images [42].  
Contrary to previous research, which focused on 
prostate cancer and MRI, this paper presents an 
innovative method for classification and 
segmentation of the prostate gland in CT-scan 
images. Furthermore, our method can detect three 
prostate lesions simultaneously by considering 
the age of each person. We collaborated with 
physicians at one of Iran's most famous hospitals 
to collect data and annotate them by considering 
their professional reports to reach a reliable 
result. As nature and structural form of lesions 
are different, we proposed a stepwise approach in 
three phases for lesion detection. 
In the first phase, a region convolutional neural 
network has been modified to segment the 
images. In the data preparation step, sections of 
the images that did not include the prostate gland 
were removed. This action helped the network 
recognize the prostate gland's location with more 
than 99% accuracy. As well in this phase, the 
diagnosis of calcification lesion in images was 
investigated. In the second and third phases, by 
considering each patient's age and the 
morphology features, the presence of BPH and 
prostatitis diseases was assessed. Finally, the 
patients' final status was compared with the 
physician's opinion to evaluate the model's final 

accuracy. The total loss function of this method 
was about 9%. 
Based on the experiences and the results of 
implementing the proposed approach, some 
points worth to be considered in future research: 
 Classification and segmentation of other 

parts of the abdominal and pelvic region to 
diagnose other diseases such as Bladder 
wall thickening. 

 Using 3D imaging techniques for 
volumetric prostate reconstruction from 2D 
CT scans. 

 Using deep generator networks to generate 
synthetic data due to data shortage in 
medical issues. 
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