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ABSTRACT
The number of nonconforming items in a sample is monitored using the fraction defective known as the np-chart. The performance of the np-chart in Phase II depends on the accuracy of the estimated parameter in Phase I. Although taking large sample sizes ensures the accuracy of the estimated parameter, it can be impractical for attributes in some cases. Recently, the traditional c-chart and the np-chart with some adjustments have been studied to guarantee the in-control performance. Due to technology progresses, researchers have faced high-quality processes with a very low rate of nonconformity, for which traditional control charts are inadequate. To ameliorate such inaccuracy, this study develops a new method for designing the np-chart, such that the in-control performance is guaranteed with a pre-defined probability. The proposed method uses Cornish-Fisher expansions and the bootstrap method to guarantee the desired conditional in-control average run length. Through a simulation study, this study shows that the proposed adjustments improve the np-charts’ in-control performance.
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1. Introduction
Control charts are the most popular tools for monitoring a stable process against assignable cause(s). A common tool to monitor the attributes of a process is the attribute control chart (e.g., see [1] and [2]). Among them, the traditional p-chart is the standard attribute control chart. It monitors the fraction of nonconforming products in a process, and it is developed based on the Binomial distribution. The control limits are estimated using a Normal distribution [3].

In determining the chart’s control limits, the nonconforming probability for the in-control process (p0) should be given. If it is unknown, it should be estimated by m available in-control samples with size n. This is called Phase I. A good overview of Phase I activities and analyses can be found in [4]. In Phase II, the aim is to detect out-of-control situations as fast as possible. During Phase II, a usual measure of the performance is called the average run length (ARL). The in-control ARL (ARL0) is the expected number of samples observed before a false alarm, i.e., when there is no shift in the process parameters. Thus, a larger value for ARL0 is desirable. On the other hand, the out-of-control ARL (ARL1) is the expected number of samples needed before the detection of a shift in the process parameter. The tendency toward the rapid detection of an assignable cause necessitates smaller values for ARL1. Furthermore, the median of ARL (MDRL), the average of ARL (AARL), and the standard deviation of ARL (SDARL), which is also referred to as practitioner-to-practitioner variability, can be expressed as other performance measures for comparison purposes. Due to different Phase I datasets (sampling distribution), the performance of control charts with various estimated parameters can be different. On the other hand, since the control limits are constructed using the estimated parameter and a pre-specified false alarm rate
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Mainly, there are two issues regarding the parameter’s estimation: first, there is no guarantee that the desired in-control performance is met and, thus, the SDARL plays an important role in this regard that should not be neglected (see, e.g., [6] and [7]). In some cases, the suggested Phase I sample sizes are impractical to have good protection against the variation in the in-control ARL between practitioners.

The overall conclusion indicates that the existence of an alternative method is necessary to overcome the above-mentioned challenges. Efron [10] introduced the concept of bootstrapping as an estimation method. It is an estimation method with fewer assumptions while giving accurate results. Therefore, the bootstrap method has turned into an attractive technique to use for a wide range of problems. Jones and Steiner [8] studied the effects of the estimation error on the performance of the risk-adjusted CUSUM charts. Gandy and Kvaløy [11] developed a bootstrap technique to guarantee the desired in-control conditional performance of control charts with a certain probability. The extensions of the proposed method for the $S^2$, EWMA, and $c$ charts can be found in [12], [13], and [14], respectively. In order to avoid the errors of the bootstrap procedures, especially when the number of Phase I samples is small, Guo and Wang [15] developed an exact method to adjust the control limits of two-sided $S^2$ charts to achieve the desired conditional in-control performance. In the context of the $S^2$ chart, Aparisi et al. [16] proposed a new approach in the framework of an optimization problem that simultaneously treats the choice of the number of Phase I samples and the control limit adjustment by taking both the desired in-control and out-of-control performances as constraints. Vakilian et al. [17] applied the bootstrapping method to adjust the control and the warning limits of $c$-charts with adaptive sampling schemes, such as variable sample size, variable sampling intervals, and variable parameters. Diko et al. [18] studied the impact of practitioner to practitioner variability on the performance of the Phase II EWMA chart to give recommendations about the required number of Phase I subgroups to achieve nominal performance. For the $np$-charts, Faraz et al. [19] assessed alternative control limits and estimated parameters and applied the bootstrap method to adjust control limits’ thresholds. All these researches indicated that the requirement of impractically large amounts of Phase I data is a challenge when a practitioner needs to have $ARL_0$ close to the desired value. In fact, the problem of reaching a desired $ARL_0$ with smaller amounts of Phase I data can be solved using a bootstrap method to adjust control limits.

On the other hand, because of the recent high-tech developments, high-quality processes with a very low rate of nonconformity are often detected in practice, where using the traditional chart leads to a high false alarm rate and, consequently, increases inspection costs. For these reasons, alternative methods have been proposed recently [20]. Among them, Winterbottom [21] introduced an improved $p$-chart with one correction term based on the Cornish-Fisher (C-F) expansion. According to their results, the improved $p$-chart a) shows false alarm risk much closer to the reference risk and b) allows working with smaller values for $p_0$. This correction was developed later in [22] for the $np$-chart, which is more convenient to monitor the number of nonconforming items in practice.

This paper introduces the C-F corrected $np$-chart, previously presented in the Ref. [22], to investigate its in-control performance for the first time such that it would exceed the desired value with a specified probability. Moreover, a bootstrap-based methodology is proposed to adjust the control limits of the C-F corrected $np$-charts. Then, the results of both methods are compared for any improvements in the performance metric. The rest of the paper is organized as follows: In Section 2, the improved $np$-chart using Cornish-Fisher expansion is reviewed. In the next section, bootstrap adjusted limits for the improved $np$-charts are described, and the procedure is presented in some steps. Section 4 includes some simulation experiments for investigating the sampling distribution of the in-control performance for the improved $np$-chart and, then, comparing the results with the bootstrap-based methodology. Finally, conclusions and future research are given in the last section.
2. Improved Np-Charts Using Cornish-Fisher Expansion

A common approach to modeling the number of nonconforming items is to use the binomial distribution. Let us assume that $X_1, X_2, \ldots, X_m$ is an independent sequence of $m$ initial samples with size $n$ from a binomial distribution with parameter $p_0$ that is $X_i \sim \text{Bin}(n, p_0)$ for $i = 1, \ldots, m$. However, the value of $p_0$ is typically unknown in practice, and it should be estimated. This parameter can be estimated as follows [3]:

$$
\bar{p} = \frac{\sum_{i=1}^{m} p_i}{m} = \frac{\sum_{i=1}^{m} X_i}{mn}
$$

Given the estimated parameter, the upper control limit (UCL) and the lower control limit (LCL) of the np-chart can be estimated as follows:

$$
\begin{align*}
\text{UCL}_i &= \bar{p} + z_{1-\alpha/2} \sqrt{\frac{\bar{p}(1-\bar{p})}{n}} \\
\text{LCL}_i &= \max(0, \bar{p} - z_{1-\alpha/2} \sqrt{\frac{\bar{p}(1-\bar{p})}{n}})
\end{align*}
$$

(2)

where $z_{1-\alpha/2}$ is the $(1-\alpha/2)^{th}$ percentile of the standard normal distribution. Note that when $LCL \leq 0$, the lower control limit holds no meaning and lies on zero; thus, the upper control limit is changed by substituting $z_{1-\alpha}$ instead of $z_{1-\alpha/2}$.

For high-quality processes with a very low rate of nonconformity, Winterbottom [21] proposed C-F corrected p-chart for being effective, accurate, and practical. The upper control limits of this expansion accommodated for np-chart are as follows [22]:

$$
\begin{align*}
\text{UCL}_i &= \bar{p} + z_{1-\alpha/2} \sqrt{\frac{\bar{p}(1-\bar{p})}{n}} + \frac{(z_{1-\alpha/2} - 1)(1-2\bar{p})}{6} \\
\text{LCL}_i &= \max(0, \bar{p} - z_{1-\alpha/2} \sqrt{\frac{\bar{p}(1-\bar{p})}{n}} - \frac{(z_{1-\alpha/2} - 1)(1-2\bar{p})}{6})
\end{align*}
$$

(3)

where $\text{UCL}_i$ denotes upper control limits with one C-F correction term. When $z_{1-\alpha/2}$ is substituted by $z_{1-\alpha} - z_{1-\alpha/2}$, a lower control limit can be obtained. By setting $z_{1-\alpha/2} = 3$, the Shewhart np-chart can be corrected as follows:

$$
\begin{align*}
\text{UCL}_i &= \bar{p} + z_{1-\alpha/2} \sqrt{\frac{\bar{p}(1-\bar{p})}{n}} + \frac{4(1-2\bar{p})}{3} \\
\text{LCL}_i &= \max(0, \bar{p} - z_{1-\alpha/2} \sqrt{\frac{\bar{p}(1-\bar{p})}{n}} - \frac{4(1-2\bar{p})}{3})
\end{align*}
$$

(4)

Authors [19] derived alternative control limits for the np-chart in order to 1) adjust the control limits so that ARL$_0$ can have a desired value at least, 2) avoid masking the problem of practitioner-to-practitioner variability using the three-sigma limits, and 3) split $\alpha$ as equally as possible between the two sides of the chart. The equations are as follows:

$$
\begin{align*}
\text{LCL} &= F^{-1}(\alpha/2, n, \bar{p}) \\
\text{UCL} &= \begin{cases} 
F^{-1}(1-\alpha/2, n, \bar{p}) & \text{if } LCL \geq 1 \\
F^{-1}(1-\alpha, n, \bar{p}) & \text{if } LCL = 0
\end{cases}
$$

(5)

where $F^{-1}(\alpha, n, \bar{p})$ is an inverse cumulative distribution function of Bin $(n, \bar{p})$ at point $\alpha$.

Despite the fact that the ARL comes to be a random variable in Phase II, the conditional ARL$_0$ given the estimated nonconforming probability is obtained below:

$$
ARL_0|\bar{p} = \frac{1}{\alpha|\bar{p}|}; \quad \hat{\alpha}|\bar{p} \neq 0
$$

(6)

Where

$$
\hat{\alpha}|\bar{p} = \begin{cases} 
1 - F(UCL, n, \bar{p}) + F(LCL - 1, n, \bar{p}) & \text{if } LCL \geq 1 \\
1 - F(UCL, n, \bar{p}) & \text{if } LCL = 0
\end{cases}
$$

(7)

where $F(x, n, \bar{p})$ is the cumulative distribution function of Bin $(n, \bar{p})$ at point $x$. Note that $\hat{\text{LCL}}$ and $\hat{\text{UCL}}$ are general terms, and their subscripts can vary according to Equation (3).

When the number of Phase I datasets $(m)$ is not adequate enough, the probability of achieving the desired performance is small. In order to guarantee the desired in-control performance with a probability of $(1-r)100\%$, it is proposed to adjust limits using the bootstrap technique as described in the following section ($r$ is used to define percentiles).

3. Bootstrap Adjusted Limits for the Improved Np-Charts

In the previous studies, it has been revealed that the in-control performance is affected by the Phase I sampling variability or practitioner-to-practitioner variability. In fact, the average in-control performance value might be close to the target value, while a single in-control value can vary considerably. The bootstrap approach has been suggested to reduce the effect of sampling variability on the ARL performance with estimated parameters in recent literature. Similarly, in this section, a bootstrap-based methodology is applied to adjust the limits of the C-F corrected np-charts such that the conditional in-control performance meets or exceeds the
desired value with a specified probability. The bootstrap algorithm is outlined below:

1. Estimate process parameter from a given Phase I dataset, called “training sample”, using Equation (1).
2. Draw \( y_i^* \sim Bin(mn, \bar{p}) \) to estimate \( p_i^* = y_i^*/mn \).
3. Calculate the improved \( np \)-chart limits using the C-F correction for each bootstrap estimated as follows:
   \[
   L \hat{C}L_i = F^{-1}(\alpha/2, n, p_i^*) \\
   U \hat{C}L_i = \begin{cases} 
   F^{-1}(1-\alpha/2, n, p_i^*) & \text{if } L \hat{C}L_i \geq 1 \\
   F^{-1}(1-\alpha, n, p_i^*) & \text{if } L \hat{C}L_i = 0 
   \end{cases} 
   \]
   (8)
4. Repeat Steps 2-3 many times, called bootstrap sample size, to obtain \( i = 1, ..., B \) control limits:
   \[
   \{L \hat{C}L_1^*, L \hat{C}L_2^*, ..., L \hat{C}L_B^*\} \\
   \{U \hat{C}L_1^*, U \hat{C}L_2^*, ..., U \hat{C}L_B^*\}
   \]
5. Sort the \( B \) bootstrap control limits from Step 4 of increasing order as follows:
   \[
   \{L \hat{C}L_{(1)}^*, L \hat{C}L_{(2)}^*, ..., L \hat{C}L_{(B)}^*\} \\
   \{U \hat{C}L_{(1)}^*, U \hat{C}L_{(2)}^*, ..., U \hat{C}L_{(B)}^*\}
   \]
6. Find respectively \( L \hat{C}L_i^* \) and \( U \hat{C}L_i^* \) as the \( t^{th} \) and \((1-t)\)th percentiles to guarantee the in-control performance with probability \( 1-t \) 100%. For cases with no lower control limit, store only the \((1-t)\)th percentile.

Generally, it is expected that the adjusted control limits obtained based on the percentiles of bootstrap distribution result in widened control limits to counteract the effect of estimation errors caused by the unknown parameters.

4. Simulation Study

In this section, some simulation experiments are implemented with the aim of exploring the effect of parameter estimation on the behavior of the performance measure. It is obvious that when the process parameter is estimated, the calculated control limits and, as a result, the ARL_0 measure turn into functions of \( \bar{p} \). Therefore, it is expected that the performance measure will become a random variable with a mean and the standard deviation.

In this study, \( r=10,000 \) different Phase I samples were simulated consisting of \( m \) samples each from Bin \( (n, p_0) \). By choosing a desired false alarm rate, the control limits with C-F corrections were calculated for each Phase I dataset. For \( \alpha=0.0027 \) and \( \alpha=0.005 \), Tables 1 and 2 show the 10% and 25% percentiles, the median, the average, and the standard deviation of ARL_0 distribution following the computation of the control limits for various cases of the simulation (the case \( m=\infty \) relates to the situation with a known process parameter, in which the performance measure becomes a constant value). Some conclusions about the effects of the number of Phase I datasets, the sample size, and the false alarm rate on the amount of guaranteed performance are summarized as follows:

- The effect of \( m \): for example, when \( p_0=0.2 \), \( n=100 \), and \( \alpha=0.0027 \), we have quartile \( Q_{0.25}=547 \) for \( m=25 \). That is, with 50 Phase I datasets, the desired ARL_0=370.4 can be guaranteed with a probability rate of 75%. Moreover, \( Q_{0.10} \) goes beyond the desired value for the first time when \( m=75 \), which means that 75 samples are enough to guarantee \( Pr(ARL_0<370.4)=90\% \).
- The effect of \( n \): for the above-mentioned example, we have SD\(ARL_0=179.03 \), while this value increases to 489.62 for \( n=50 \). That is, for larger sample sizes, the desired ARL_0 can be obtained with a smaller standard deviation and, thus, higher precision.
- The effect of \( \alpha \): the results are remarkable for \( \alpha=0.005 \). In fact, the desired ARL_0 is guaranteed with a probability rate of 75% for \( m=50 \) and larger. However, in order to reach the desired ARL_0 with a probability of 90%, at least, \( m=125 \) samples are required. Nevertheless, there are some exceptions where \( m=25 \) samples are enough to have \( Pr(ARL_0>200)=75\% \) and \( m=50 \) samples are enough to have \( Pr(ARL_0>200)=90\% \).

Joekesa and Barbosa [23] suggested selecting the suitable chart as follows:

1. When \( np(1-p)\geq5 \) without correction,
2. When \( np(1-p) \geq0.25 \) one term of correction,
3. When \( np(1-p) \geq0.08 \) two terms of correction.

In this study, for \( n=50 \), \( np(1-p) \) values are obtained as equal to 0.495, 0.98, 2.375, 4.5, and 8, respectively, for process parameters 0.01, 0.02,
For $n=100$, $np(1-p)$ values are obtained for the same process parameters as 0.99, 1.96, 4.75, 9, and 16, respectively. Faraz et al. [19] applied the $np$-chart without correction for the same simulation study. The comparison of their results in the Ref. [19] and the results of $np$-chart with one term of correction presented here indicates that the latter has superior performance for smaller $p_0$ values lower than 0.1. Such results correspond to the conclusion made in [21]. Moreover, according to the second rule suggested in [23], the $np$-chart with one term of correction is expected to have better performance for the smaller process parameters 0.01, 0.02, 0.05 by satisfying $np(1-p) \geq 0.25$.

Despite the fact that C-F corrected $np$-chart allows working with smaller parameters, there are cases in Tables 1 and 2 where no practical amount of Phase I datasets can guarantee the desired $ARL_0$ with a probability rate of 90%, and/or even with 75%. Therefore, the control limits should be adjusted. For this reason, a similar study was performed for the chart with the bootstrap adjusted limits by considering $B=500$.

### Tab. 1. The distribution of $ARL_0$ for improved $np$-chart with one C-F correction term for different values of $n$, $m$, and $p_0$ when $\alpha=0.0027$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Lower Quartiles</th>
<th>50</th>
<th>100</th>
<th>Lower Quartiles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p_0$</td>
<td>$m$</td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>626.50</td>
<td>626.50</td>
<td>626.50</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>626.50</td>
<td>626.50</td>
<td>626.50</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>25</td>
<td>106.90</td>
<td>310.57</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>369.84</td>
<td>395.96</td>
<td>395.96</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>25</td>
<td>369.84</td>
<td>395.96</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>25</td>
<td>313.64</td>
<td>313.64</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>369.84</td>
<td>395.96</td>
<td>395.96</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>369.84</td>
<td>395.96</td>
<td>395.96</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>369.84</td>
<td>395.96</td>
<td>395.96</td>
</tr>
<tr>
<td></td>
<td>∞</td>
<td>369.84</td>
<td>395.96</td>
<td>395.96</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$Q_{0.10}$</th>
<th>$Q_{0.25}$</th>
<th>MARL$_0$</th>
<th>AARL$_0$</th>
<th>SDARL$_0$</th>
<th>$Q_{0.10}$</th>
<th>$Q_{0.25}$</th>
<th>MARL$_0$</th>
<th>AARL$_0$</th>
<th>SDARL$_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>72.37</td>
<td>626.50</td>
<td>626.50</td>
<td>1407.12</td>
<td>2168.71</td>
<td>291.35</td>
<td>291.35</td>
<td>291.35</td>
<td>957.80</td>
<td>1450.20</td>
</tr>
<tr>
<td>0.05</td>
<td>313.64</td>
<td>313.64</td>
<td>313.64</td>
<td>701.05</td>
<td>811.40</td>
<td>626.50</td>
<td>626.50</td>
<td>626.50</td>
<td>626.50</td>
<td>626.50</td>
</tr>
<tr>
<td>0.10</td>
<td>369.84</td>
<td>395.96</td>
<td>395.96</td>
<td>489.06</td>
<td>547.22</td>
<td>547.22</td>
<td>547.22</td>
<td>547.22</td>
<td>547.22</td>
<td>547.22</td>
</tr>
</tbody>
</table>
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Tab. 2. The distribution of ARL₀ for improved np-chart with one C-F correction term for different values of n, m, and p₀ when α=0.005.

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>Q₀₁₀</th>
<th>Q₀₂₅</th>
<th>MARL₀</th>
<th>AARL₀</th>
<th>SDARL₀</th>
<th>Q₀₁₀</th>
<th>Q₀₂₅</th>
<th>MARL₀</th>
<th>AARL₀</th>
<th>SDARL₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>25</td>
<td>72.37</td>
<td>72.37</td>
<td>626.50</td>
<td>556.44</td>
<td>813.06</td>
<td>54.42</td>
<td>291.35</td>
<td>291.35</td>
<td>484.16</td>
<td>571.23</td>
</tr>
<tr>
<td>75</td>
<td>50</td>
<td>72.37</td>
<td>626.50</td>
<td>541.86</td>
<td>387.18</td>
<td>291.35</td>
<td>931.35</td>
<td>931.35</td>
<td>362.04</td>
<td>367.31</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>75</td>
<td>72.37</td>
<td>626.50</td>
<td>533.18</td>
<td>207.39</td>
<td>291.35</td>
<td>931.35</td>
<td>931.35</td>
<td>303.81</td>
<td>161.74</td>
<td></td>
</tr>
<tr>
<td>125</td>
<td>100</td>
<td>626.50</td>
<td>626.50</td>
<td>563.99</td>
<td>175.31</td>
<td>291.35</td>
<td>931.35</td>
<td>931.35</td>
<td>305.18</td>
<td>251.29</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>125</td>
<td>626.50</td>
<td>626.50</td>
<td>574.08</td>
<td>162.19</td>
<td>291.35</td>
<td>931.35</td>
<td>931.35</td>
<td>295.08</td>
<td>100.03</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>150</td>
<td>626.50</td>
<td>626.50</td>
<td>591.92</td>
<td>134.05</td>
<td>291.35</td>
<td>931.35</td>
<td>931.35</td>
<td>292.28</td>
<td>61.61</td>
<td></td>
</tr>
<tr>
<td>∞</td>
<td>200</td>
<td>626.50</td>
<td>626.50</td>
<td>599.12</td>
<td>120.09</td>
<td>291.35</td>
<td>931.35</td>
<td>931.35</td>
<td>292.56</td>
<td>44.79</td>
<td></td>
</tr>
</tbody>
</table>

The results for α=0.0027 and α=0.005 are given in Tables 3 and 4, respectively. The results indicate that the values of the desired ARL₀ are satisfied with a probability degree of 90% using the bootstrap adjusted limits, while poor in-control performance is observed for the results of unadjusted limits shown in Tables 1 and 2. Moreover, an increase in distributional values is significant. For example, when p₀=0.1, n=100, m=50, and α=0.0027, we obtain Q₀₁₀=1198.85 with bootstrap adjusted limits in Table 3, whereas the result of unadjusted limits is 498.72 in Table 1. For smaller parameter p₀=0.005, we obtain Q₀₁₀=1073.03 with bootstrap adjusted limits and Q₀₁₀=246.18 with unadjusted limits. The comparisons of ARL₀ distributions for the improved np-chart using one C-F correction term with adjusted and unadjusted limits are illustrated in Figure 1 for these cases.
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Fig. 1. The box plot of the distribution for in-control ARL with and without limits adjustment for \(n=50, n=100, \) and \(a=0.0027\).

Such results indicate that the bootstrap adjusted limits have better in-control performance. In fact, when the amount of Phase I datasets (\(m\)) is not adequate enough for the C-F corrected \(np\)-chart to reach desired ARL_0, then the control limits should be adjusted by bootstrap. Otherwise, by a lower probability, it is expected to have good in-control performance.

Accordingly, once practitioners start using such limits which are of primary concern and when the parameter is unknown and/or practical amount of Phase I datasets is unavailable, it is desirable to estimate the thresholds so that they have a standard guide to achieving the guaranteed performance with a probability degree of 90\%.

The recommended upper and lower thresholds for various values of parameters are shown in Table 5.

Generally, the performance evaluation of attribute control charting is just messier than that of variable control charting. For the cases with low values of \(p_0\), the quartiles are mostly the same for different values of \(m\). This is a result of the discreteness of the data. Similar results can be found in the Ref. [19] such that the discreteness of the data affects the performance.

Tab. 3. The distribution of ARL_0 for improved \(np\)-chart with one C-F correction term and bootstrap adjusted limits for different values of \(n, m, \) and \(p_0\) when \(a=0.0027\).

| \(n\) | Lower Quartiles | \(m\) | Lower Quartiles |
|---|---|---|---|---|---|---|---|---|---|---|---|
| \(p_0\) | \(m\) | \(Q_{0.10}\) | \(Q_{0.25}\) | MARL_0 | AARL_0 | SDARL_0 | \(Q_{0.10}\) | \(Q_{0.25}\) | MARL_0 | AARL_0 | SDARL_0 |
| \(0.01\) | 25 | 626.50 | 6863.92 | 6863.92 | 2785.26 | 85886.81 | 1870.79 | 1870.79 | 14067.93 | 15116.9 | 31737.79 |
| | 50 | 626.50 | 6863.92 | 6863.92 | 2785.26 | 85886.81 | 1870.79 | 1870.79 | 14067.93 | 15116.9 | 31737.79 |
| | 75 | 626.50 | 6863.92 | 6863.92 | 2785.26 | 85886.81 | 1870.79 | 1870.79 | 14067.93 | 15116.9 | 31737.79 |
| | 100 | 626.50 | 6863.92 | 6863.92 | 2785.26 | 85886.81 | 1870.79 | 1870.79 | 14067.93 | 15116.9 | 31737.79 |
| | 125 | 626.50 | 6863.92 | 6863.92 | 2785.26 | 85886.81 | 1870.79 | 1870.79 | 14067.93 | 15116.9 | 31737.79 |
| | 150 | 626.50 | 6863.92 | 6863.92 | 2785.26 | 85886.81 | 1870.79 | 1870.79 | 14067.93 | 15116.9 | 31737.79 |
| | 200 | 626.50 | 6863.92 | 6863.92 | 2785.26 | 85886.81 | 1870.79 | 1870.79 | 14067.93 | 15116.9 | 31737.79 |
| \(\infty\) | 25 | 2091.10 | 2091.10 | 2091.10 | 14471.3 | 36464.69 | 1073.03 | 1073.03 | 5281.61 | 10187.8 | 25974.70 |
| | 50 | 2091.10 | 2091.10 | 2091.10 | 4913.81 | 6184.14 | 1073.03 | 1073.03 | 5281.61 | 10187.8 | 25974.70 |
| | 75 | 2091.10 | 2091.10 | 2091.10 | 4913.81 | 6184.14 | 1073.03 | 1073.03 | 5281.61 | 10187.8 | 25974.70 |
| | 100 | 2091.10 | 2091.10 | 2091.10 | 4913.81 | 6184.14 | 1073.03 | 1073.03 | 5281.61 | 10187.8 | 25974.70 |
| | 125 | 2091.10 | 2091.10 | 2091.10 | 4913.81 | 6184.14 | 1073.03 | 1073.03 | 5281.61 | 10187.8 | 25974.70 |
| | 150 | 2091.10 | 2091.10 | 2091.10 | 4913.81 | 6184.14 | 1073.03 | 1073.03 | 5281.61 | 10187.8 | 25974.70 |
| | 200 | 2091.10 | 2091.10 | 2091.10 | 4913.81 | 6184.14 | 1073.03 | 1073.03 | 5281.61 | 10187.8 | 25974.70 |
| \(\infty\) | 311.55 | 311.55 | 311.55 | 311.55 | 311.55 | 0.00 | 246.18 | 246.18 | 246.18 | 246.18 | 0.00 |
| | 0.05 | 25 | 1322.78 | 1322.78 | 6306.63 | 8410.75 | 17144.00 | 682.90 | 682.90 | 6876.05 | 19312.10 |
| | 50 | 1322.78 | 1322.78 | 1322.78 | 3150.27 | 3540.35 | 682.90 | 682.90 | 6876.05 | 19312.10 |
Tab. 4. The distribution of ARLₜₐ for improved np-chart with one C-F correction term and bootstrap adjusted limits for different values of n, m, and p₀ when α=0.005.

<table>
<thead>
<tr>
<th>n</th>
<th>Lower Quartiles</th>
<th>Upper Quartiles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p₀</td>
<td>m</td>
</tr>
<tr>
<td>50</td>
<td>0.01</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>25</td>
</tr>
<tr>
<td>100</td>
<td>0.10</td>
<td>25</td>
</tr>
</tbody>
</table>
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In this study, with estimated process parameters, the in-control performance of the improved np-charts using Cornish-Fisher expansions was evaluated. Moreover, the bootstrap-based methodology was proposed to adjust the control limits for reducing the effect of sampling variability on the ARL₀ performance and achieving, or even exceeding, the desired performance value with a specified probability. Through a simulation study, it was shown that the proposed bootstrap-based adjustments improved the in-control performance of the C-F corrected np-chart.

This methodology can be extended to other types of control charts. For the C-F corrected p-chart, authors [23] suggested selecting the suitable chart as follows:

<table>
<thead>
<tr>
<th>B</th>
<th>200</th>
<th>370.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p₀ m</td>
<td>LCL₁</td>
<td>UCL₁</td>
</tr>
<tr>
<td>0.01</td>
<td>25</td>
<td>0.00</td>
</tr>
<tr>
<td>0.02</td>
<td>25</td>
<td>0.00</td>
</tr>
<tr>
<td>0.05</td>
<td>25</td>
<td>0.00</td>
</tr>
<tr>
<td>0.10</td>
<td>25</td>
<td>0.00</td>
</tr>
<tr>
<td>0.20</td>
<td>25</td>
<td>1.87</td>
</tr>
</tbody>
</table>

5. Conclusion
1. When $np(1-p) \geq 5$ without correction,
2. When $np(1-p) \geq 0.25$ one term of correction,
3. When $np(1-p) \geq 0.08$ two terms of correction.

In this paper, the least value of $np(1-p)$ was 0.495 and, thus, the np-chart with one C-F correction term was studied to investigate only the in-control performance. It is suggested that a comprehensive study will be performed by considering all the above-mentioned conditions and investigating both in-control and out-of-control performance measures.

With fast and inexpensive computing developments, the bootstrap turned into an attractive technique. Nevertheless, its estimates are subject to bootstrap (statistical) error and a simulation (Monte Carlo) error. The first one depends on the number of source data and its accuracy cannot be eliminated using bootstrap. The second one can be reduced by increasing $B$ due to inadequate randomness. Therefore, authors [12] proposed running the algorithm for a specified number of times, e.g., 1000 times, to obtain the results.

In practice, the value of $B$ is left to the experimenter to choose. Note that the problem of selecting the best bootstrap sample size is also a potential topic, which was beyond the scope of this paper (refer to [24] for more information).

The design of control charts in statistical and/or economic terms was considered in the literature. For example, a multi-objective economic-statistical design (MOESD) of the improved np-chart using Cornish-Fisher expansions was presented and optimized [21]. Moreover, an economic-statistical design of the CCC-r chart for high yield processes was studied when an imperfect inspection was considered [25]. Salsmania et al. [26] investigated the optimization of the expected total cost including quality, production and maintenance costs. Such optimization problems can be extended to bootstrap adjusted limits, too. The application of the Decision On Belief (DOB) approach to fault detection [27] and change point estimation of high-yield processes [28] are the other potential areas of study that can be extended for control charts by bootstrap adjusted limits.
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