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Abstract 

This research deals with a hybrid flow shop scheduling problem with parallel batching, machine 

eligibility, unrelated parallel machine, and different release dates to minimize the sum of the 

total weighted earliness and tardiness (ET) penalties. In parallel batching situation, it is 

supposed that number of machine in some stages are able to perform a certain number of jobs 

simultaneously. Firstly, with respect to the proposed problem a mixed integer linear 

programming model is developed. Since the problem is NP-hard, for solving large size 

problems, a hybrid meta-heuristic algorithm which combines artificial immune system and 

simulated annealing is proposed. The performance of hybrid algorithm is tested by some 

numerical experiments and the results show its superiority to the other two algorithms. 

Keyword: hybrid flow shop; parallel batching; artificial immune system; machine eligibility; 

Earliness and Tardiness. 

1. Introduction 

Sequencing and scheduling is a form of decision-making that plays a vital role in 

manufacturing and service industries. In the current competitive environment, effective 

sequencing and scheduling has become a necessity for survival in the market-place. 

Moreover, during the past two decades, issues of sequencing and scheduling in 

batch production systems have been taken into great consideration. Generally, 

mainspring of production in batches can be searched to avoid startup costs, handling 

costs or machine's ability to produce a batch. In general, scheduling models in a batch 

production, depending on batching, are classified into two types. In the first type, a 

number of jobs within the same batch are processed one after another and it’s called 

serial batches (s-batching problem), while in the second type, a group of jobs go through 

a machine and are processed simultaneously and it’s called parallel batches (p-batching 

problem). Applications of scheduling models in a batch processing can be found in 

various industries containing foundry industry (Mathirajan et al. 2004), manufacturing 

furniture and home furnishings (Yaghubian et al. 1999), iron and steel industry 
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(Oulamara 2007), aluminum foundry industry (Gravel et al. 2000), footwear industry 

(Fanti et al. 1996) and aircraft industry (Zee et al. 1997). 

The hybrid flow shop (HFS or flexible flow shop (Pinedo 2008)) scheduling 

problem is a mixture of two particular types of scheduling problems: the parallel 

machine scheduling and the flow shop scheduling. Indeed, the HFS is composed of a set 

of two or more production centers (or stages) with at least one center having two or 

more parallel machines. 

Because solving the most of the scheduling problems are very tough (Graham et 

al. 1979), the feck of the problems proposed in scheduling are only evaluated by a single 

criterion (for example makespan, total earliness and so on) (T’kindt and Billaut 2005). 

But, many researches in scheduling displayed that the most of industrial problems 

include commonly simultaneous incommensurable criteria, which they can occasionally 

be inconsistent (Zitzler and Thiele 1999). Thus, for reflecting real world status 

sufficiently, a bi-objective HFS scheduling problem which is the earliness tardiness 

(ET) penalties is represented. The intended objective indicates just-in-time (JIT) 

production concept (Portmann and Mouloua 2007). Actually, JIT criterion comes from 

the make-to-order philosophy in management and production theory: an item should be 

delivered exactly when it is required by the customer. Thus, both early and tardy 

delivery of a task with according to its due date is penalized (M’Hallah 2007). 

In this study we investigate a hybrid flow shop scheduling problem with parallel 

batches, machine eligibility, unrelated parallel machines, release date and just-in-time 

objective function. Because of hybrid flow shop scheduling even with two centers (or 

stages) and makespan objective function is NP-hard, both when preemption is 

(Hoogeveen et al. 1996), and not admissible (Gupta 1988) and as regards, with the 

augmenting number of centers, the complexity of the problem increases; therefore, the 

complexity of the problem in this research is also NP-hard. 

Khalouli et al. (2010) have considered the application of an ant colony 

optimization (ACO) to HFS scheduling problem with identical parallel machines, 

without preemption and JIT objective function. A multiprocessor flow shop scheduling 

problem with recirculation constraint and minimizing the weighted number of tardy jobs 

criterion has been investigated by Bertel and Billaut (2004). Firstly, authors proposed an 

integer linear programming formulation, and then a lower bound, a greedy algorithm 

and a genetic algorithm are explained as approximate approach. In the literature, parallel 

batching in HFS environment is rarely. First, Amin-Naseri and Beheshti-Nia (2009) 
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regarded hybrid flow shop scheduling with parallel batching and completion time 

criterion. They explored not only three heuristic algorithms but also a three dimensional 

genetic algorithm (3DGA) and after solving several test problems, represented that 

3DGA is better than the other heuristics. Later, Costa et al. (2014) presented a new 

genetic algorithm for solving HFS problem. Their problem assumptions are parallel 

batching, machine eligibility and incompatible job families with makespan criterion. At 

first, they proposed a mixed integer linear programming model for their problem. Then, 

they demonstrated the superiority of their proposed algorithm compared to some 

algorithms studied in previous research. Potts and Kovalyov (2000) reviewed the 

literature on scheduling with serial batching in three environments: single-machine, 

parallel-machine and shop problems. 

Allaoui and Artiba (2004) addressed two-stage hybrid flow shop scheduling 

problem with availability constraints. They considered makespan criterion and after 

proposing the branch and bound model, calculated the worst-case performances of three 

heuristics: list scheduling algorithm, LPT heuristic and H-heuristic. Ruiz and Maroto 

(2006) addressed a genetic algorithm for hybrid flow shop with sequence dependent 

setup times, machine eligibility. They established four new crossover operators for the 

genetic algorithm. Ruiz et al. (2008) provided a mixed integer programming model and 

some heuristics for hybrid flexible flow shop scheduling problems with sequence-

dependent setup time, machine eligibility constraints and minimization of the makespan 

criterion. Tadayon and Salmasi (2013) proposed a particle swarm optimization (PSO) 

for solving bi-objective function flexible flow shop with machine eligibility assumption. 

Their problem criteria are minimum average flow time and maximization of the 

lateness. 

Jungwattanakit et al. (2008) investigated flexible flow shop problem with 

unrelated parallel machines, setup times. The objective function of their problem was 

both minimization of makespan and the number of tardy jobs. They proposed a binary 

mixed integer programming model  and also investigated three metaheuristic algorithms 

included simulated annealing (SA), tabu search (TS) and genetic algorithms. 

Eventually, they derived that SA algorithm is better than TS and genetic algorithms. 

Naderi et al. (2009) proposed a combinatorial simulated annealing for solving hybrid 

flow shop scheduling problem to minimize both total completion time and total 

tardiness criteria. They assumed sequence-dependent setup and transportation times for 

the problem. Sawik (2002) explored a mixed integer programming procedure for 
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minimization of makespan in flexible flow lines with finite intermediate buffers. The 

finite intermediate buffers between the stages will be resulted to the problem with 

machine blocking, where a completed job has to remain on the past machine (i.e., 

blocking) (Pinedo 2008). Jin et al. (2006) considered multistage hybrid flow shop 

scheduling problem with minimizing completion time. They proposed simulated 

annealing algorithm and the variable-depth search for solving the problem under their 

considerations. A batch scheduling problem for flexible flow lines with minimizing 

setup costs and the mean flow time objective functions were regarded by Quadt and 

Kuhn (2007). They developed two nested genetic algorithm to solve their problem. 

Choong et al. (2011) investigated the hybrid flow shop problem with minimizing 

makespan criterion. They proposed two hybrid heuristic algorithms in which particle 

swarm optimization (PSO) was merged both with simulated annealing (SA) and tabu 

search (TS), respectively. Ziaeifar et al. (2012) investigated hybrid flow shop 

scheduling problem with considering processor assignment and minimizing completion 

time and cost of assigning a number of processors to stages as two objective functions. 

At first, they developed a new mathematical model and then, established a new heuristic 

algorithm based on genetic algorithm for gaining the best sequence of jobs and 

processor assignment.  

Mirsanei et al. (2011) provided a novel simulated annealing (NSA) algorithm for 

solving hybrid flow shop scheduling with sequence-dependent setup times and to 

minimize the makespan. They compared the result of NSA with random key genetic 

algorithm (RKGA) and immune algorithm (IA). The results demonstrated that NSA is 

better than the two other algorithms. Engin and Doyen (2004); Chung and Liao (2013) 

extended an effective artificial immune system (AIS) algorithm for solving HFS 

scheduling problem with minimization of the completion time. The combination of 

algorithms such as ant colony, simulated annealing and variable neighbourhood search 

(hybrid metaheuristic algorithm (HMH)) were adapted for the hybrid flow shop 

scheduling with sequence-dependent setup times constrain by Behnamian et al. (2012). 

Yaurima et al. (2009) considered a genetic algorithm to minimize the total completion 

time in hybrid flow shop. Their problem constraints are unrelated machines, sequence-

dependent setup time, availability constraints and limited buffers. 

 

Please Insert Figure 1 here. 
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Several researches on hybrid flow shop scheduling problems have been 

reviewed and classified. Initially, Linn and Zhang (1999) addressed a survey on hybrid 

flow shop scheduling problem. Later, Kis and Pesch (2005) considered a review on 

exact solution methods for flexible flow shop which preemption is not allowed. 

Afterwards, Ribas et al. (2010) proposed a comprehensive review in hybrid flow shop. 

They classified studies in two distinct points of view, the first one is based on the HFS 

characteristics and production limitations and the second is according to the solution 

approach. Ruiz and Vazquez-Rodriguez (2010) considered a literature review on exact, 

heuristic and metaheuristic approaches in hybrid flow shop environment. Also, Wang 

(2011) presented a literature review on HFS scheduling problem, they analyzed some 

common solution approaches including exact algorithms and approximation algorithms. 

 

2. Problem definition 

This paper deals with a hybrid flow shop scheduling problem. Parallel batching, 

machine eligibility, unrelated parallel machines, release date are assumed for JIT 

scheduling. It is assumed that there are several workstations with unrelated parallel 

machine (in other words, machines in each stage are not identical). Each job in each 

stage should be processed by a particular machine; in fact, any machine cannot process 

any job.  

A few machines in some stages have the ability to process a certain number of 

tasks simultaneously. In such a condition, completion time of each job of a batch is 

equal to maximum completion time of jobs that belong to the batch. It is also supposed 

that the amount of early and tardy penalty for each job is different and it depends on the 

importance of each job. Moreover, when job starts to be processed, until its completion, 

must be kept on the machine. In other words, interruption in processing of a job is not 

allowed. Besides, sequence dependent setup times is supposed to be zero and machine 

breakdowns are not allowed. 

 

3. Mathematical model 

The problem considered in this research can be proposed formally as a mixed integer 

linear programing model. The indices, sets, parameters, variables and mathematical 

model are as follows: 

 

D
ow

nl
oa

de
d 

fr
om

 ij
ie

pr
.iu

st
.a

c.
ir 

at
 1

1:
27

 IR
S

T
 o

n 
F

rid
ay

 S
ep

te
m

be
r 

22
nd

 2
01

7

http://ijiepr.iust.ac.ir/article-1-734-en.html


indices  

 
Indices of jobs 

 
Index of machines 

    Index of stages 

Parameters/ 

sets 

 

 
Number of jobs 

 
Number of stages 

 
Number of machines at stage "i" 

 
Processing time of job "j" on machine "m" at stage "i" 

 
Set of eligible machines to  process job "j" at stage "i"  

 
Maximum batch size on machine "m" at stage "i" 

 
Release date of job "j" 

 
Due date of job "j" 

 
the penalty weight per unit of time when job "j" is produced early 

 
the penalty weight per unit of time when job "j" is produced late 

 A large number 

variables  

 
1,if job "j" is assigned on machine "m" at stage "i"; 0,otherwise 

 
1,if job "j" precedes the job "k" on the same machine at stage "i";0,otherwise 

 
1,if jobs "j" and "k" are assigned to the same batch on a given machine 

at stage "i"; 0,otherwise 

 
Completion time of job "j" at stage "i" 

 
Earliness of job "j" 

 
Tardiness of job "j" 
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As presented in Eq. 1, the objective function is a weighted sum of earliness and 

tardiness times of each job. The constraint (2) ensured that each job is only assigned to 

one machine per stage with regard to those eligible. Constraint (3) explains that the 

completion time of a given job at stage zero is equal to its release date. Constraint (4) 

describes the relationship between completion times of each job for two consecutive 

stages. Constraint (5) guarantees that if job j precedes job k in the same machine at stage 

i, job j must be completed before start of job k. Through constraint (6),it is assured that 

if jobs j and k are assigned to the same batch to be processed by a determined machine 

at stage i, their completion times must be equal. Constraint (7) explains that if jobs j and 
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k are assigned to the same machine at stage i, one of the following states must be 

occurred: job k precedes job j, job j precedes job k, and k and j are processed within the 

same batch simultaneously. Constraint (8) ensures that the number of jobs assigned to a 

certain machine at stage i must not exceed its maximum batch size. Constraint (9) 

computes the earliness and tardiness of each job. Constraint (10), (11), and (12) describe 

the binary variables and finally, constraint (13) defines positive variables.  

 

4. Meta-heuristic algorithm 

 

4.1 AIS background 

The natural immune system is a very complex system with several functional 

components. It employs a multilevel defense against pathogens through non-specific 

(innate) and specific (acquired) immune mechanisms. Actually, the main work of the 

immune system (antibody) is to identify all molecules (or cells) within the body and 

classify those cells as self or non-self. The non-self cells are further categorized in order 

to stimulate an appropriate type of defensive mechanism. The immune system learns 

through evolution to distinguish between foreign antigens (for example fungi, viruses, 

bacteria etc.) and the body's own cells or molecules. 

The AIS, such as genetic algorithm (GA) and particle swarm optimization 

(PSO), start working with a population of antibodies that each of them shows a point of 

solution space. Each antibody of the initial population consist an affinity value with 

regard to its solution quality. In fact, an antibody with the better solution quality means 

that its antibody has the higher affinity value. A generic of the AIS runs as follows: first, 

due to a pre-determined affinity function (antigen), the number of the clones that will be 

proliferated from each selected antibody is computed. Those antibodies with higher 

affinity values have a more number of clones. Afterward, clones are mutated and the 

new generated antibodies are evaluated, and eventually, the worst antibodies of the 

initial population would be replaced by better mutated antibodies. As long as the one of 

the stopping criterion to be met, this procedure is repeated.  

 

4.2 Proposed hybrid AIS-SA algorithm 

In many researches have showed that combined methods for scheduling problems can 

be enhanced the quality of the solution (Choong et al. 2011; Behnamian et al. 2012; 

Huang and Liao 2006; Zhang et al. 2008; Dai et al. 2013). Meanwhile, a number of 
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researchers demonstrated that if the AIS is merged with another algorithm, its 

performance is significantly increased (Naderi et al. 2009; Zhang and Wu, 2010). For 

this reason, we propose a hybrid algorithm(AIS-SA) based on the characteristics of 

AISs and the annealing procedure of SA algorithms in order to both overcome the 

defects of each algorithm and augment their exploration and exploitation capabilities. 

The regarded AIS-SA algorithm utilizes a diversification technique from AISs to search 

new and unknown regions in the solution space, and with assign a probability of 

selection to poorer solution in the annealing procedure of SA algorithms can escape the 

local optimum. 

The details of proposed algorithm are explained respectively in following sections. 

4.3 Antibody representation and initial population 

Generally, the hybrid flow shop scheduling problem requires a particular representation, 

which individually runs the job sequencing and the assignment of jobs to machines in 

each stage (Sherali et al. 1990; Rajendran and Chaundhuri 1992). Since, for just-in-time 

objective functions, jobs must be completed on time, not earlier or later than their due 

dates, otherwise, a penalty will be imposed, thus, in this study, two vector strings for 

each station have been represented. In this type of encoding, each station contains two 

vector strings that the first vector represents sequence of jobs and the second vector 

displays the assignment of jobs to machines in each stage. The assignment of jobs to 

machines at each stage is done according to the machine eligibility constraints. Example 

1 illustrates the construction of an antibody by this method.  

Example 1: Consider a HFS scheduling problem with 7 jobs and 3 stages. There 

exist 3 machines in the first stage and two machines in the second and finally four 

machines in the third one. Table 1 shows that each job in per stage on which machines 

can be processed. 

 

Please Insert Table 1 here. 

 

With regard to Table 1, a feasible solution could be as Figure 2. 

 

Please Insert Figure 2 here. 
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Since the artificial immune systems have been satisfactory used to a wide range 

of theoretical problems and real-world applications (Hart and Timmis 2008), immune-

inspired algorithms establish a new way to make use of the particular characteristics of 

specific problems to improve the solution quality. 

 

For example, in stage 2, jobs 3, 7, 6 and 2 must be performed sequentially in 

machine 1 and similarly, jobs 4, 5 and 1 must be performed in machine 2. Meanwhile, 

according to this type of encoding, the initial population of antibodies is generated 

randomly. 

4.4  Antigen and calculation of affinity value 

In fact, antigen is the objective function of the problem that must be optimized and as 

mentioned before, it is the weighted sum of the early and tardy jobs. Each antibody has 

an ET penalty value that must be used for calculation of affinity value. As regards the 

smaller ET penalty values and higher affinity values are optimal; therefore the affinity 

value for each antibody is determined by using Eq. 14: 

 

According to the above equation, it is evident that the antibody with lower ET 

penalty value (higher affinity value) is better than the antibody with the higher one. 

 

4.5 Selecting and cloning 

In the search process of AIS, Nbest antibodies with the highest affinity values are 

selected from PopAb (Population of Antibodies) for cloning. According to the Lin and 

Ying (2013) paper, the number of clone for each Nbest selected antibodies is equal 

to , where  is ranking number of selected antibodies in PopAb. In this 

way the antibody with higher affinity value has a more number of clones. Furthermore, 

this phase not only will increase the average affinity value but also give to the later steps 

more opportunity to move further toward the best antibody. 

 

4.6 Mutation operators  

In this research, three mutation operators are applied to change the sequence and 

assignment of the antibodies, shift, swap and new mutation. Note that for this AIS, the 

mutation operators are performed in two phases. In the first phase, one or more stage is 
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selected randomly and then, in the second phase, one of the following mutation 

operators is done: 

Shift: The shift mutation operator after choosing a gene (column) randomly 

shifts it to a random position which is placed in right side of current position. (Kleeman 

and Lamont 2007). This mutation is shown in Figure 3. 

 

Please Insert Figure 3 here. 

 

Swap: The swap mutation is carried out by randomly selecting a pair of jobs 

(column) for exchanging them. Figure 4 displays an instance of this mutation. 

 

Please Insert Figure 4 here. 

 

New Mutation: The two previous operators only change the sequence of jobs and 

do not modify the assignment of jobs in machines. For this reason, we present a new 

mutation for the problem under consideration. In this mutation operator after selecting 

one or more genes on the first vector, a number of jobs in these genes will be extracted. 

Then, according to Table 1, a new machine is selected and replaced by the previous 

machine. For example, at stage 3 gen number 2 with value job 3 are selected randomly 

then, according to Table 1, machines 1, 2 and 3 have the ability to process this job in 

stage 3. Finally, between machines 1 and 3, machine 1 is selected randomly (see Figure 

5). 

 

Please Insert Figure 5 here. 

 

4.7 Updating population of antibody 

After selecting Nbest of better mutant antibodies and Nbest of worse antibodies in 

original population, to combine the AIS with the annealing procedure of SA, if the 

affinity value of the mutant antibody is no worse than corresponding worst selected 

antibody, the original one is replaced by the mutant antibody, otherwise, it is replaced 

under a certain probability. Let  explains the difference of ET penalty between the 

mutant antibody and the original one. The probability of accepting the mutant antibody 

is , where T defines the current temperature of the system. This is done by 
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creating a random number  and replacing the original antibody with the mutant 

antibody if . The generated new population of antibodies are sorted 

according to their affinity values and be prepared for cloning in the next generation. 

The hybrid proposed algorithm included the following steps: 

Step 1: Parameters setting of AIS and SA: set the number of initial population of 

antibody ( ), the number of iterations ( ), number of antibody with higher 

affinity values for cloning procedure ( ), cloning rate ( ), initial temperature 

( ), cooling rate ( ). 

Step 2: Initial population generation and calculated affinity value of each 

antibody: create a population of PopAb antibodies and evaluate the objective function 

(affinity) for each antibody. 

Step 3: Check the stopping criterion. If it is true, go to step 12; otherwise, go to 

step 4. 

Step 4: Select the number of Nbest of better antibodies for proliferation (cloning) 

phase. 

Step 5: Proliferate of each selected antibodies in previous step according to 

cloning rate. 

Step 6: Mutate all antibodies of clone population using the swap, insertion and 

new mutation operators and then evaluate them. 

Step 7: Select Nbest of better of mutant antibodies and Nbest of worse antibodies 

in original population. 

Step 8: For all Nbest of better of mutant antibodies, doing step 9, if all better 

antibodies have been considered, go to step 11. 

Step 9: If the affinity value of mutant antibody was better than corresponding 

worst selected antibody, replace mutant antibody by corresponding worst selected 

antibody and go to step 8; otherwise go to step 10.  

Step 10: Generate a random number “k” , if , replace 

mutant antibody by corresponding worst selected antibody and go to step 8; otherwise, 

keep the worst antibody selected in its location and go to step 8. 

Step 11: Due to the rate of cooling, reduce the temperature of the system and go 

to step 3. 

Step 12: Present the best antibody and stop. 
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5. Computational experiments 

The performance of the proposed AIS-SA algorithm for solving the problem under 

consideration will be explained in this section and evaluated by run of some test 

problems. The generating data, the parameters tuning, and the computational results of 

the proposed AIS-SA algorithm against some other algorithms are described as follows.  

 

5.1 Generating data 

Since the scheduling problem examined in this study, has not been regarded in the 

previous research, so to evaluate the performance of the proposed hybrid algorithm in 

various situations, the combination of well-known benchmark problems in the literature 

is used. Amin-Naseri and Beheshti-Nia (2009); Costa et al. (2014) represent a set of 

benchmark problems for hybrid flow shop scheduling problem with parallel batching 

constraint. Presented benchmark problems by them are randomly generated according to 

the following five factors: the number of jobs , the number of stages , the number of 

machine in each stage , the processing time , maximum batch size of each 

machine in the per stage . Three levels of data will be generated for each parameter 

that has been showed in Table 2. For example, the high level for machine consists a 

uniform random number between 1 and 5 in per stage.  

 

Please Insert Table 2 here. 

 

There are 54 kinds of problems ( ). In this study, 

for each combination of seven factors, five test problems generated randomly. Then, the 

total numbers of 270 test problems are considered. In addition, Khalouli et al. (2010) is 

considered for calculation the due date ( ) of each job ( ) in flexible flow shop 

environment with JIT criterion and identical parallel machine. Therefore, the equation 

(15) was proposed for unrelated parallel machine state. 

(15)  

 

 

Where  and  obtained as following: 
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(16)  

In fact,  is the maximum processing time of each job in per stage. 

 

5.2 Parameters tuning 

Parameters tuning may impress the quality of the solutions (Lin and Ying 2013). So, to 

select the best factor combination; numbers of instances have been choosed randomly 

from the benchmark problem set for primary experiment. The following combinations 

of factors were tested on the selected instances:  ; 

 ;  ;  ; and 

. 

It is observed that when  or  is increased, higher quality of solutions 

obtained but computational time is raised significantly. In addition, with evaluation of 

the effect of ,  and  , it is observed that when their values are too high, more 

computational time is required to achieve good solutions but when ,  and  values 

are too low, because of the decrease of probability of accepting worse solutions, the 

proposed algorithm converges prematurely.  

Based on the primary testing, the following factors values have the best 

performance within an acceptable computational time: ,  

,  and . Hence, in this study these values are applied for the 

experiments. 

 

6. Computational results and discussion 

To evaluate the performance of the proposed hybrid algorithm, the computational 

results of its implementation are compared with the computational results obtained from 

implementing the algorithms that contained in structure of the proposed hybrid 

algorithm i. e. simulated annulling (SA) and artificial immune system (AIS). All three 

algorithms are coded in MATLAB language and implemented on a PC with an Intel 

Core 2 Duo 2.20GHz CPU with 2GB of RAM. Relative Percentage Deviation (RPD) 

obtained according to the following expression for each class of problems:  

(17) 
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where  is the best achieved solution for each combination and  is the 

average of solutions obtained from running algorithms in 5 replications. RPD results are 

presented in Table 3. Bold numbers indicate the best RPD values in the class.  

The obtained results demonstrate the superiority of AIS-SA in solving test 

problems of the HFS problem. The proposed AIS-SA algorithm achieves the lowest 

RPD value in 23 out of 36 classes of test problems, whereas AIS and SA only achieve 

the lowest RPD values respectively in 3 and 6 classes of test problems. Moreover, to 

assess the computational efficiency of the methods under study, the required CPU time 

by each algorithm has been measured. The results are presented in Table 4 and, for 

brevity, they are classified according to the number of jobs, which is clearly the most 

effective factor influencing the computational time (Costa et al. 2014). Although, the 

results show that SA is faster than the other algorithms, but nevertheless, it seems to be 

the less effective approach for solving the problem under investigation, as shown in 

Table 4. 

 

Please Insert Table 3 here. 

 

Please Insert Table 4 here. 

 

7. Conclusions 

In this study, a hybrid flow shop scheduling problem with just-in-time objective 

function was investigated. It is supposed that the number of machines in some stations 

have the ability to perform a certain number of jobs simultaneously (parallel batching). 

In addition, each job in each station should be processed by a predetermined particular 

machine. A mixed integer linear programing model was developed for this problem. 

Since the HFS scheduling problem even with two stages and makespan criterion is NP-

hard (Gupta 1988), thus, the problem under consideration is also NP-hard. 

Based on the just-in-time criterion, jobs must be delivered on time; otherwise, a 

penalty would be imposed to a manufacturing environment. Then, the two vector string 

for each stage has been proposed which has not been considered in previous works. 

Basic artificial immune system was combined with the annealing procedure of SA 

algorithms to overcome the deficiencies of each algorithm separately and increase their 

exploitation and exploration capabilities in the reasonable computation time. A hybrid 
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artificial immune system (AIS-SA) algorithm was employed for solving a combination 

of well-known benchmark problems in the literature that randomly generated. To 

evaluate the performance of the AIS-SA, the results of its implementation are compared 

with the results obtained from implementing the algorithms that contained in structure 

of the proposed hybrid algorithm (i.e. AIS and SA) and the results display that AIS-SA 

outperforms two other algorithms.  
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